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Abstract - This paper, proposes an efficient way to 
secure the data and file in cloud server. Basically 
in cloud server when data is stored it is not sure 
whether the data is having security or not. This 
concept drastically reduces the communication 
and storage overhead as compared to the 
traditional replication based file distribution 
techniques. By utilizing the IP address restriction 
with data and providing key to distributed data 
which is stored on cloud server, whenever data 
corruption has been detected during the storage 
correctness verification, our scheme can almost 
guarantee the simultaneous localization of data 
errors, i.e., the identification of the misbehaving 
server(s). These scheme further supports secure 
and efficient dynamic operations on data blocks, 
including: data update, delete and append. This 
methodology ensure the data security on cloud 
computing so that any hacker cannot use the 
others data or download. On this paper the 
restriction is been done by IP address and key to 
every stored data on cloud server.  

  
Key Words - Byzantine failure, IP address restriction, 

distributed scheme, cloud. 
 

1. Introduction 
 

Several trends are opening up the era of Cloud 
Computing, which is an Internet- based development 
and use of computer technology. The ever cheaper 
and more powerful processors, together with the 
software as a service (SaaS) computing architecture, 

are transforming data centers into pools of computing 
service on a huge scale. The increasing network 
bandwidth and reliable yet flexible network 
connections make it even possible that users can 
users since they don’t have to care about the 

complexities of direct hardware management. The 
pioneer of Cloud Computing vendors, Amazon 
Simple Storage Service (S3) and Amazon Elastic 
Compute Cloud (EC2) are both well-known 
examples. While these internet- based online services 
do provide huge amounts of storage space and As a 
result, users are at the mercy of their cloud service 
providers for the availability and integrity of their 
data. 

 
From the perspective of data security, which has 

always been an important aspect of quality of 
service, Cloud Computing inevitably poses new 
challenging security threats for number of reasons. 
Firstly, traditional cryptographic primitives for the 
purpose of data security protection can not be 
directly adopted due to the users’ loss control of data 

under Cloud Computing. Therefore, verification of 
correct data storage in the cloud must be conducted 
without explicit knowledge of the whole data. 
Considering various kinds of data for each user 
stored in the cloud and the demand of long term 
continuous assurance of their data safety, the 
problem of verifying correctness of data storage in 
the cloud becomes even more challenging. Secondly, 
Cloud Computing is not just a third party data 
warehouse. 
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The data stored in the cloud may be frequently 

updated by the users, including insertion, deletion, 
modification, appending, reordering, etc. To ensure 
storage correctness under dynamic data update is 
hence of paramount importance. 
However, this dynamic feature also makes traditional 
integrity insurance techniques futile and entails new 
solutions. Last but not the least, the deployment of 
Cloud Computing is powered by data centers running 
in a simultaneous, cooperated and distributed 
manner. Individual user’s data is redundantly stored 

in multiple physical locations to further reduce the 
data integrity threats. Therefore, distributed protocols 
for storage correctness assurance will be of most 
importance in achieving a robust and secure cloud 
data storage system in the real world. However, such 
important area remains to be fully explored in the 
literature. Recently, the importance of ensuring the 
remote data integrity has been highlighted by the 
following research works. These techniques, while 
can be useful to ensure the storage correctness 
without having users possessing data, cannot address 
all the security threats in cloud data storage, since 
they are all focusing on single server scenario and 
most of them do not consider dynamic data 
operations. As a complementary approach, 
researchers have also proposed distributed protocols 
for ensuring storage correctness across multiple 
servers or peers. Again, none of these distributed 
schemes is aware of dynamic data operations. As a 
result, their applicability in cloud data storage can be 
drastically limited. 
 

2. Cloud Architecture 
 
Cloud architecture, the systems architecture of the 
software systems involved in the delivery of cloud 
computing, typically involves multiple cloud 
components communicating with each other over 
loose coupling mechanism such as messaging queue. 
The two most significant components of cloud 

computing architecture are known as the front end 
and the back end. The front end is the part seen by 
the client, i.e., the computer user. This includes the 
client’s network (or computer) and the applications 

used to access the cloud via a user interface such as a 
web browser. The back end of the cloud computing 
architecture is the cloud itself, comprising various 
computers, servers and data storage devices. 

 
Representative network architecture for 

cloud data storage is illustrated in Figure2.Three 
different network entities can be identified as 
follows: Users, who have data to be stored in the 
cloud and rely on the cloud for data computation, 
consist of both individual consumers and 
organizations. A CSP, who has significant resources 
and expertise in building and managing distributed 
cloud storage servers, owns and operates live Cloud 
Computing system. An optional TPA, who has 
expertise and capabilities that users may not have, is 
trusted to assess and expose risk of cloud storage 
services on behalf of the users upon request. 
 

3. Design Methodologies 
 

The System design transforms the information 
domain model created during analysis into the data 
structures that will be required to implement the 
software. The data or file when it is stored on the 
cloud server it is needed that for each and every 
stored data the key should be passed while storing 
the data to cloud server. Part of system design may 
occur in conjunction with the design of software 
architecture. More detailed data design occurs as 
each software component is designed. The 
architectural design defines the relationship between 
major structural elements of the software, the design 
patterns that can be used to achieve the 
requirements the system architecture, the interface 
representation, and the component level detail. 
During each design activity, we apply basic 
concepts and principles that lead to high quality. 
And also the key which is passed during storage of 
data to cloud server is encrypted by using MD5 
algorithm.  
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Figure.3 Translating Analysis model into Design 
model 

 
The   interface   design   describes   how   the   software 
communicates  within  itself,  with  systems  that  
interoperate with it, and with humans who use it. An 
interface implies a flow of information (e.g., data and/or 
control) and a specific type of behavior. Therefore, data 
and control flow diagrams provide  much  of  the  
information  required  for  interface design.  The  
component-level  design  transforms  structural elements  
of  the  software  architecture  into  a  procedural 
description     of     software     components.  
Information obtained from the PSPEC, CSPEC, and 
STD serve as the basis for component design. During 
design we make decisions that will ultimately affect 
the success of software construction and as 
important, the ease with which software can be 
maintained.  

To ensure the security and fidelity for cloud data 
storage under the aforesaid antagonist model, we aim 
to design efficient mechanisms for dynamic data 
verification and operation and achieve the following 
goals: (1) Storage correctness: to ensure users that 
their data are indeed stored appropriately and kept 
unharmed all the time in the cloud. 
 
(2) Fast localization of data error: to effectively 
locate the faulty server when data corruption has 
been detected. (3) Dynamic data support: to maintain 
the same level of storage correctness assurance even 
if users modify, delete or append their data files in 
the cloud. (4) Dependability: to enhance data 

availability against Intricate failures, malevolent data 
modification and server colluding attacks, i.e. 
minimizing the effect brought by data errors or server 
failures. (5) Lightweight: to enable users to perform 
storage correctness checks with minimum overhead. 
 
4. How to Provide security to cloud 
Computing 
 

In cloud data storage system, users store their 
data in the cloud and no longer possess the data 
locally. Thus, the correctness and availability of the 
data files being stored on the distributed cloud 
servers must be guaranteed. One of the key issues is 
to effectively detect any unauthorized data 
modification and corruption, possibly due to server 
compromise and/or random Byzantine failures. 
Besides, in the distributed case when such 
inconsistencies are successfully detected, to find 
which server the data error lies in is also of great 
significance, since it can be the first step to fast 
recover the storage errors. To address these 
problems, our main scheme for ensuring cloud data 
storage is presented in this section. The first part of 
the section is devoted to a review of basic tools 
from coding theory that is needed in our scheme for 
file distribution across cloud servers. Then, the IP 
address restriction is introduced. The token 
computation function we are considering belongs to 
a family of universal hash function [11], chosen to 
reserve the IP address Resctriction properties, which 
can be perfectly integrated with the verification of 
erasure-coded data [8] [12].Subsequently, it is also 
shown how to derive a challenge response protocol 
for verifying the storage correctness as well as 
identifying misbehaving servers. 
 
 

5. Security Analysis and Performance  
Evaluation 

 
Our security analysis focuses on the adversary 

model as defined. We also evaluate the efficiency of 
our scheme via implementation of both file 
distribution preparation and verification token 
precomputation. In our scheme, servers are required 
to operate on specified rows in each correctness, 
verification for the calculation of requested token. 
We will show that this “sampling” strategy on 

selected rows instead of all can greatly reduce the 
computational overhead on the server, while 
maintaining the detection of the data corruption with 
high probability. Suppose nc servers are 
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misbehaving due to the possible compromise or 
Byzantine failure. In the following analysis, we do 
not limit the value of nc, i.e., nc ≤ n. Assume the 

adversary modifies the data blocks in z rows out of 
the l rows in the encoded file matrix. Let r be the 
number of different rows for which the user asks for 
check in a challenge. Let X be a discrete random 
variable that is defined to be the number of rows 
chosen by the user that matches the rows modified 
by the adversary 

 
6. Experimental Results 

 
 

Login Page

 

Fig. 4 Server Login 
Admin Log Table Page

 

                  Fig.5 Cloud Authentication Server 

 

Fig.6 Cloud Authentication Accessibility Record 

 

7. Conclusion 

In this paper, we investigated the problem of data 
security in cloud data storage, which is essentially a 
distributed storage system. To ensure the correctness 
of users’ data in cloud data storage, we proposed an 

effective and flexible distributed scheme with explicit 
dynamic data support, including block update, delete, 
and append. We rely on erasure-correcting code in 
the file distribution preparation to provide 
redundancy parity vectors and guarantee the data 
dependability. By utilizing the IP address restriction 
with distributed verification of erasure coded data, 
our scheme achieves the integration of storage 
correctness insurance and data error localization, i.e., 
whenever data corruption has been detected during 
the storage correctness verification across the 
distributed servers, we can almost guarantee the 
simultaneous identification of the misbehaving 
server(s). Through detailed security and performance 
analysis, we show that our scheme is highly efficient 
and resilient to Byzantine failure, malicious data 
modification attack, and even server colluding 
attacks. We believe that data storage security in 
Cloud Computing, an area full of challenges and of 
paramount importance, is still in its infancy now, and 
many research problems are yet to be identified. We 
envision several possible directions for future 
research on this area. The most promising one we 
believe is a model in which public verifiability is 
enforced. Public verifiability, supported in [6] [4], 

Proc. of the Second Intl. Conf. on  Advances in Electronics, Electrical and Computer Engineering -- EEC 2013 

Copyright © Institute of Research Engineers and Doctors. All rights reserved. 

ISBN: 978-981-07-6935-2 doi:10.3850/ 978-981-07-6935-2_51 

 



254 

 

allows TPA to audit the cloud data storage without 
demanding users’ time, feasibility or resources. An 

interesting question in this model is if we can 
construct a scheme to achieve both public 
verifiability and storage correctness assurance of 
dynamic data. Besides, along with our research on 
dynamic cloud data storage, we also plan to 
investigate the problem of fine-grained data error 
localization by utilizing key for data. 
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