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Abstract— Clustering is the process of grouping data into a set of 
disjoint classes called cluster. It is an effective technique used to 
classify collection of data into groups of related objects. K-means 
clustering algorithm is one of the most widely used clustering 
techniques. The main puzzle of K-means is initialization of 
centroids. Clustering performance of the K-means totally 
depends upon the correctness of the initial centroids. In general, 
K-means randomly selects initial centroids which often show in 
poor clustering results. This paper has proposed a new approach 
to optimizing the designation of initial centroids for K-means 
clustering. We propose a new approach for selecting initial 
centroids of K-means based on the weighted score of the dataset. 
According to our experimental results the new approach of K-
means clustering algorithm reduces the total number of 
iterations, improve the time complexity and also it has the higher 
accuracy than the standard k-means clustering algorithm. 

Keywords- Clustering, K-means algorithm,Weighted Score, 
Data analysis,  Initial centroids,  Improved K-means.   

I.  INTRODUCTION 

Cluster analysis is one of the major data analysis tools to 
identify the behavior of data in a set of data items.  The main 
purpose of this technique is to group data with maximum 
similarities into same clusters and separate data with 
dissimilarities into different clusters [1] [11]. It is a process of 
a set of data objects into disjoint clusters.  Clustering is an 
example of unsupervised classification. It is similar to 
classification as it groups data but unlike classification groups 
are not predefined [2].  
 
Clustering has been used in many application domains, 
including biology, medicine, anthropology, sensor networks, 
marketing and economics [2]. Clustering applications include 
plant and animal classification, disease classification, image 
processing, pattern processing and document retrieval.  
Medical taxonomy is one of the first domains in which 
clustering was used.  In recent times classifying web log data 
to detect usage patterns is another important application [2]. 
In literature, a number of clustering methods are introduced. 
K-means is one of the major clustering techniques that is 
widely used and most popular in this category.  The K-means 
algorithm is an effective one in computing clusters for huge 

practical applications in current researches such as 
bioinformatics, biomedical data analysis, pattern recognition 
etc [8,9]. Due to high computational complexity of the basic  
K-means algorithm, especially for large dataset, it is not time 
efficient and does not scale well. Moreover, it results in 
different types of clusters depending on the random choice of 
initial centroids. Researchers made a number of attempts to 
improve the performance  of k-means algorithm. In this paper 
we propose a new method that improve the time complexity, 
cluster accuracy of k-means as well as improve the efficiency 
of K-means Clustering algorithm. 
 

II.  RELATED WORKS 

Although K-means is a very simple and widely used clustering 
algorithm for variety of data types. Performance of K-means 
clustering algorithm strongly depends upon the selection of 
initial centroids. Therefore, it is quite important for K-means 
clustering to select initial centroids. In this paper, some 
proposals are reviewed. 
 
Likas  et al.  [3]  proposed the global  k-means clustering 
algorithm that constructs initial centers by recursively 
partitioning data space into disjoints subspaces using a  k-d  
trees method. The cutting hyper plane used in the method is 
defined as the plane that is perpendicular to the highest 
variance axis derived by principal component analysis. The 
partitioning is performed until each of the leaf nodes (bucket) 
contains less than a predefined number of data instances 
(bucket size) or the predefined number of buckets has been 
created. The centroids of data in the final buckets are then 
used as initial centers for K-means. 
 
S.S. Khan and A. Ahmad [4] proposed cluster center 
initialization algorithm (CCIA) based on considering values 
for each attribute of the given data set. This can provide some 
information leading to a good initial cluster center. 
 
Fang Yuan et al.  [5] proposed a systematic method for finding 
the initial centroids. The centroids obtained by this method are 
consistent with the distribution of data. Hence it produced 
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clusters with better accuracy, compared to the original k-
means algorithm. However, Yuan’s method does not suggest 

any improvement to the time complexity of the k-means 
algorithm. 
 
Xu et al. [6] specify a novel initialization scheme to select 
initial cluster centers based on reverse nearest neighbor search. 
Nazeer  et al. [7] proposed an  enhanced K-means algorithm, 
which combines a systematic method for finding initial 
centroids and an efficient way for assigning data points to 
cluster. This method ensures the entire process of clustering in 
O(n2) time without sacrificing the accuracy of clusters. 

 
 

III.  OVERVIEW OF STANDARD K-MEANS 

CLUSTERING ALGORITHM 

In this section, we briefly describe the K-means algorithm.  
The basic idea of K-means algorithm is to classify the dataset 
D into k different clusters where D is the dataset of n data;  k 
is the number of desired  clusters. The algorithm runs in  two 
basic phases[10]. The first phase is to select the initial 
centroids for each cluster  arbitrary. In the second and final 
phase calculate distance of each data point with every centroid 
and assign data points  to a cluster with nearest distance with 
centroids [10]. To measure  the distance between data points 
and centroids Euclidean Distance method is used. When a new 
point is assigned to a cluster the cluster  mean is immediately 
updated by calculating the average of all the points in that 
cluster [2]. The process of assigning a data point to a cluster  
and updating cluster centroids continues until the convergence 
criteria is met or the centroids  don’t differ between two  

consecutive iterations. Once a situation is met where centroids  
don’t move anymore the algorithm ends. The  Pseudo code for 
k-means clustering algorithm is given below [2]. 
 

 
Figure 1: Random selection of initial centroids  in K-means 

 
 
 

A.   Standard K-means Algorithm 
  
Input:  
D = {t1,t2,t3,……,tn}   // set of elements  
k  // number of desired clusters;  
Output:  
K // set of clusters  
Outer: 
K-means algorithm:  
 
Assign initial values for means m1,m2,….,mn;  
Repeat     
Assign each item ti to the cluster which  
has the closest Euclidean distance with mean;  
 
Calculate new mean for each cluster.  
Until   
  Convergence criterion is met; 
 

IV. PROPOSED K-MEANS ALGORITHM 

     
    This paper proposed a novel approach to find the optimal 
initial centroids.To find initial centroids we calculate 
Weighted Score (WS) of each data point. Therefore, in a data 
point each attribute divided by its maximum value  and finally 
sum all these attributes. Result of these Sums of attributes is 
called Weighted Score (WS) of a data point. 
 
A.  Weighted Score (WS) Calculation: 
 
Attributes    =x1, x2, x3,……………….,xm 

Data Points  =T1, T2, T3,…………………..,Tn 
Weighted Score (WS) Tn =∑

  

  (   )

 
    

=
  

  (   )
 + 
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 + 
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  If we consider  the max value of attributes x1(max)=1 , 
x2(max)=2 , x3(max)=1.5 , x4(max)=1.6 , x5(max)=1.2 , 
x6(max)=1.1 ,    x7(max)=1.0  
 
Hence, Weighted Socre (WS) of 
                                        datapoint T1 =2.07 
                                        datapoint T2 =2.00 

  

TABLE 1: Calculation of Weighted Score (WS) 
 

X1 X2 X3 X4 X5 X6 X7 Weighted 
Score 
(WS) 

0.1 0.4 0.3 0.1 0.3 0.5 0.8 2.07 

0.2 0.3 0.2 0.3 0.4 0.1 0.9 2.00 

 

T1 
 

T2 
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A sorting algorithm is applied to sort the data points based on 
Weighted Score (WS) and sorted data divided into k subsets 
where k is the number of desired clusters. Calculate mean of 
each subset and finally choose an initial centroids whose 
Weighted Score (WS) is closest to the mean value.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Flow Chart of proposed method. 
 
 

For example a data set D is consists of n data points such as  
T1,T2,T3,……,Tn. Each data point of this set may contain 
multiple attributes such as Tn  may contain attributes 
x1,x2,x3,.....,xm, where m is the number of attributes.  
 

B.   Pseudo code of Proposed Method 

Input:  
D = {t1, t2, t3,……,tn }   // set of elements  
k = number of desired clusters;  
Output:  
 Set initial centroids K.  
Steps:   
1.Calculate the  Weighted Score(WS) of each data point;  

 Tn=x1,x2,x3,..,xm  

 Weighted Score(WS) of Tn =∑
  

  (   )

 
    

// where x = the attributes value, m = number of attributes, 
xj(max)=Maximum value of attributes xj,T= Data points.  
2. Sort the data points based on Weighted Score (WS); 
3. Divide the datasets into k subsets;  
4. Calculate the mean value of the each subset;  
5. Select an initial centroids whose Weighted Score (WS) is 
closest to the mean value of subsets;  

 
The method  described  above to find  initial centroids of the 
clusters is more significant than the standard k-means where  
centroids are selected randomly. The algorithm meets the 
convergence criteria faster than the standard k-means. 

 
V. COMPLEXITY ANALYSIS  

 
In basic K-means algorithm, the initial centroids are randomly  
calculated. For that, the  cluster centroids are tuned  many  
times before the convergence criterion  of the  algorithm is  
met and the data points are assigned to their nearest centroids. 
Since, complete reassignment of data points  takes place 
according the new centroids, this method  takes  time O(nkl) 
where n is the number of data points, k is the number of 
clusters and l is the number of iterations.  The proposed 
algorithm discussed in this paper works in two  phases. In the 
first phase of the algorithm the time required to  calculate the 
Weighted Score (WS)  of all the data points is O(n) where n is 
the number of data points. The algorithm then  proposes to 
sort the data in ascending order. Sorting the data  points based 
on the Weighted Score (WS) of each data point can be done in 
O(nlogn) time using Merge Sort. Finally  in the first phase of 
the proposed, the overall  time complexity is O(nlogn).  
  
The second phase of the proposed  algorithm follows  that of  
the original k-means algorithm. Distribution of  the data points 
to the  nearest cluster and the consequent  tuning  of centroids 
are conducted repeatedly until the convergence criteria 
reached. This process concluded with a time complexity of 
O(nkl) where the symbols represent  the meaning mentioned 
above. The experimental  data shows  that the algorithm 
converges in less number of iterations as  the initial centroids 
are calculated in a strategic way rather  than randomly. Thus 
the overall complexity of the proposed  algorithm is of O(n(kl 
+ logn)). 
 

VI. EXPERIMENTAL RESULTS  
 

The multivariate data sets, taken from the UCI repository of 
machine learning databases that are used to test the accuracy 
and efficiency of the modified k-means algorithm. The same 
data sets are given as input to the standard k-means algorithm 
and  the modified k-means algorithm. The value of k, the 
number of clusters, is taken as 3. We have applied our 
proposed algorithm IV (A), IV(B) on several datasets and 
compared our results with standard k-means algorithm  in 
terms of the accuracy of cluster and total execution time.   
 
 
 

 

𝑤𝑠 =    
𝑥𝑖

𝑥𝑖(𝑚𝑎𝑥 )
 

𝑚

𝑖=1

 

Calculate Weighted Score (WS) of 
each Data Point 

Where m = number of attributes 

Sort the data points based on Weighted 
Score (WS) 

Divided Sorted dataset into K subsets  
Where K = number of clusters 

 

𝑚𝑒𝑎𝑛 =  
∑  𝑤𝑠𝑗  
𝑝
𝑗=1

𝑝
 

Calculate average mean of each 
subsets  

Where p = number of data points of 
each subset 

 

Finally select a centroid/data point 
whose Weighted Score (WS) is closest 

to mean value 

Where K = number of clusters 
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    TABLE 2 : PIMA Indians Diabetes Data Set 
 

Number of 
times 

pregnant 

Plasma glucose 
concentration a 2 
hours in an oral 

glucose tolerance 
test 

Diastolic 
blood 

pressure (mm 
Hg) 

Triceps 
skin fold 
thickness 

(mm) 

2-Hour 
serum 
insulin 

(mu 
U/ml) 

Body mass 
index 

(weight in 
kg/(height 

in m)2) 

Diabetes 
pedigree 
function 

Age 
(years) 

Class 
variable 
(0 or 1) 

6 148 72 35 0 33.6 0.627 50 1 

1 85 66 29 0 26.6 0.351 31 0 

8 183 64 0 0 23.3 0.672 32 1 

1 89 66 23 94 28.1 0.167 21 0 

0 137 40 35 168 43.1 2.288 33 1 

5 116 74 0 0 25.6 0.201 30 0 

3 78 50 32 88 31 0.248 26 1 

10 115 0 0 0 35.3 0.134 29 0 

2 197 70 45 543 30.5 0.158 53 1 

8 125 96 0 0 0 0.232 54 1 

4 110 92 0 0 37.6 0.191 30 0 

10 168 74 0 0 38 0.537 34 1 

10 139 80 0 0 27.1 1.441 57 0 

1 189 60 23 846 30.1 0.398 59 1 

5 166 72 19 175 25.8 0.587 51 1 
 
 
TABLE 3. Categorical Partitioning of  PIMA diabetic  
data set. 
 
 

Attributes name 
Partitioned data with 
max-min Weight of 

Attributes 
Number of times of 
pregnancy  (# Preg) 

{low, medium, high} 
{ <3, 3-5 ,>6} 

Plasma glucose concentration 
every 2 hours in  an oral 

glucose tolerance test 
--  (Plasma) 

{low, medium, high } 
{< 95  , 95-150 , >150} 

diastolic blood pressure (mm 
Hg) --- (Diast BP) 

{low, normal, high } 
{ <70, 70-100, >100} 

Triceps skin fold thickness 
(mm) --(skin) 

{low, medium, high } 
{ <21, 21-40, > 40} 

2-Hour serum insulin (mu U/ml) 
--- (insulin) 

{normal, medium, high} 
{<140, 140-200, > 200} 

body mass  index  (weight in 
kg/(height in (mm)2)  ----BM 

{normal,obese,overweight} 
{<23 , 23-29, > 29} 

diabetes pedigree function ---  
Pedigree 

{low, medium, high } 
{ <0.4, 0.4- 0.8, > 0.8} 

Age in years   ----  Age 
{young, middle aged, 

senior} 

Class 
{Tested Positive, Tested 

Negative} 
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 The experimental results are shown in Table 4.  
 

 TABLE 4 : Performance analysis of proposed Algorithm 
 

Data Sets 
Number 

of 
Clusters 

Total 
number 

of 
Execution 

Algorithm 

K-
Means 

Proposed 
Algorithm 

Avg. 
Time 
Taken 
(ms) 

Avg. 
Time 
Taken 
(ms) 

Diabetes 3 20 0.1423 0.0712 
Thyroid 3 25 0.1493 0.0981 
Blood 

Pressure 
3 30 0.1523 0.1024 

PIMA 
Diabetes 

3 35 0.1713 0.1203 

 
In standard k-means algorithm centroids are taken  
randomly  but  in proposed  algorithm the dataset and the 
value  of k are the only inputs needed since the initial 
centroids are computed automatically and find optimal 
cantroids by the program.  In experiments  proposed k-
means algorithm  shows better performance than standard k-
means algorithm.   

 
Figure 5: Optimal  selection of initial centroids in proposed 

method 

 
 

VII. CONCLUSIONS  AND FUTURE DIRECTIONS 
 

K-means algorithm is a common and widely used technique  
for clustering.  In recent, due to incredible growth of  multi-
dimensional  data, conventional  k-means  technique  is  
inadequate to  efficiently  classify  the distribution of data. 
Conventional k-means algorithm doesn’t uses any technique 
to select initial centroids whereas accuracy  of a cluster 
mostly  depends  on selection of initial centroids. So 
researchers nowadays are emphasized to develop new 
techniques to meet the raised requirements.   

  
In this paper we proposed a new technique to select initial 
centroids that increase the cluster accuracy as well as 
decrease the time complexity also reduce the iteration time. 
Automating the value of k is suggested as a future work. 
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