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Abstract—Data mining is a growing area of research that 

intersects with many disciplines such as Artificial Intelligence 
(AI), databases, statistics, visualization, and high-performance 
and parallel computing. The goal of data mining is to turn data 
that are facts, numbers, or text which can be processed by a 
computer into knowledge. Nowadays, the reliance of health care 
on data is increasing. Therefore, this paper aims to allow the 
readers to understand about data mining and its importance in 
medical systems. 

Keywords-data mining; medical system; decision tree; neural 
network; Bayesian classifiers, Support Vector Machine 

I.  INTRODUCTION 

Data mining is the process of analyzing and summarizing 
data from different perspectives and converting it into useful 
information [1]. Data are facts, numbers, or text which can be 
processed by a computer [1].  In a large database, data mining 
is employed to detect patterns to extract hidden pieces of 
information [2]. 

The data mining tasks can be descriptive or predictive [3]. 
The data mining tasks are related to machine learning process 
such as data pre-processing, classification, regression, 
clustering, association rules, and visualization [4]. Data mining 
tasks can be classified as summarization, classification, 
clustering, association and trend analysis [1]. Summarization is 
the generalization or abstraction of a set of data resulting in a 
smaller set that gives a general overview of the data [1]. 
Classification derives the class of an object based on its 
attributes. It will help in better understanding of the object class 
in databases. Clustering refers to identifying groups or clusters 
of objects with unknown classes. By looking at the objects 
common features, they can be summarized to form class 
descriptions.  

The Association is the discovery of togetherness or the 
connection of objects [5]. This connection of objects is termed 
the association rule – for example if an appearance of a set of 
objects in a database is strongly related to the appearance of 
another set of objects, the two sets are said to be associated. 
Trend analysis is finding the patterns and common attributes in 
data that change over time [1]. Data mining can uncover 
existing patterns and associations in the available data or 
derived prediction model from the data [3]. 

The data mining processes include formulating a 
hypothesis, collecting data, performing preprocessing, 

estimating the model, and interpreting the model and draw the 
conclusions (Figure 1).  

 

Figure 1. Data Mining Process [6]. 

 
 
 
 

The paper is organized as follows. In Section 2, several well 
known and widely used data mining techniques are presented. 
Section 3 briefly discusses the importance of data mining in 
medical systems. In section 4, several data mining 
classifications and predictions for problems related to medical 
domain are presented. Section 5 presents the summary on the 
study of the data mining techniques for medical systems.   

II. DATA MINING TECHNIQUES 

Well-known data mining techniques include the Artificial 
Neural Network (ANN), decision tree, Bayesian classifiers, 
Support Vector Machine (SVM) and many others. In this 
section, we introduce these four widely used data mining 
techniques. 
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A. Artificial Neural Network 

ANN is based on the biological neural networks in the 
human brain (Figure 2) and described as a connectionist model 
[7].  

 

 

Figure 2.  A Sketch of a Neuron in the Human Brain [8]. 

It is based on the neuron, a cell that processes information in 
the human brain [8]. The neuron cell body contains the nucleus, 
and has two types of branches, the axon and the dendrites. The 
axon transmits signals or impulses to other neurons while the 
dendrites receive incoming signals or impulses from other 
neurons. Every neuron is connected and communicates through 
the short trains of pulses (Figure 3) [8]. The nodes are the 
artificial neuron and the directed edges represented the 
connection between output neurons and the input neurons. 

 

 

Figure 3.  A Neural Network Model. [8]. 

B. Decision Tree 

 

 

The decision tree is a powerful classification algorithm that 
is popular in the information systems [9]. Decision tree 
algorithms include Iterative Dichotomiser 3 (ID3), assistant 
algorithm, C4.5, C5, and CART [9, 10].  The decision tree is 
performed with separate recursive observation in branches to 
construct a tree for prediction. The splitting algorithms – i.e. 
Information gain (used in ID3, C4.5, C5), Gini index (used in 
CART), and Chi-squared test (used in CHAID) – are used to 
identify a variable and the corresponding threshold, and then 
split the input observation into two or more subgroups [9]. The 
steps are repeated until a complete tree is built as shown in 
Figure 4. The reason for the splitting algorithm is to find the 

variable-threshold pair which maximizes the order of the 
samples [9]. 

 

 

 

 

 

 

Figure 4. A Structure of a Decision Tree. 

C. Bayesian Classifiers 

 
The Bayesian classifiers have a structural model and a set 

of conditional probabilities [11]. The structural model (Figure 
5) is represented as a directed graph where the nodes represent 
attributes and arcs represent attribute dependency. 

 

 

 

Figure 5.  A Representation of a Bayesian Classifier Structure [11]. 

For classifications, the Bayesian networks are used to 
construct classifiers from a given set of training examples with 
class labels. The classifier of a general Bayesian network: 

 
              (1) 
 
The a1 to an refers to the attributes or nodes in the Bayesian 

network [12].  The variable C represents the class variable that 
refers to the class node in a Bayesian network. The variable c 
represents the value of C and c(E) denotes the class of E. For 
Naïve Bayes (NB), all the attributes have to be assumed as 
independent. Therefore, the definition of Naïve Bayes is as 
follows: 

              (2) 
 
The attributes a are independent attributes [12]. For 

example, X is a child whose class is to be determined. Then, H 
is the class that child X going to be predicted. The formula to 
calculate P (H|X) using Bayesian networks is as follows:      

       
         (3) 

     

 

 

 

 

  

 

 



 
 
 
 
 

19 
 

Proc. of the Intl. Conf. on Advances in Electronics and Communication Engineering - ECE 2012 

Proc. of the Intl. Conf on Advances in Computer and Information Technology - ACIT 2012 
  Copyright © Institute of Research Engineers and Doctors, USA .All rights reserved. 

ISBN: 978-981-DOI : 10.15224/978-981-07-3161-8-128 

 
P(H) is the probability of class H, P(X|H) is the posterior 

probability that X is conditioned on H, and P(X) is the 
probability of X [12]. These values can be obtained from the 
data used for training. For Naïve Bayes classifiers, the steps to 
predict probability for data X with the assumption that all the 
attributes are independent of each other is as follows: 

 
         (4) 

       
 
P(X1|Ci), P(X2|Ci),…,P(Xn|Ci) can be calculated from the 

training samples [12]. 
 
 
 
 

D. Support Vector Machine 

 
The Support Vector Machine (SVM) is a classification 

algorithm in statistical learning theory [13]. It can provide 
accurate models because it can capture nonlinearity in the 
data. The classification tasks are performed by maximizing the 
margin separating both classes and minimizing the 
classification errors [13]. The training of SVM involves the 
optimization of a convex cost function where the learning 
process is not complicated by local minima [14]. The testing 
used the support vectors to classify a test dataset and the 
performance is based on error rate determination [14]. For a 
training set of l samples, the learning procedure are as the 
followings [12]: 

      

              (5)  

          

         (6)  

 

         (7)       

The yi is the label of the ith sample xi [12]. The ai is the 
Langrangian multiplier of xi. The C is the upper bound of ai 

and K(xi,xj) is the kernel. The samples with a > 0 are called 
support vectors [12]. The decision function is as follow, where 
ns is the number of support vectors [12] : 

 

                                                                                          (8) 

In this section, we have introduced four famous data mining 
techniques.  In the subsequent section, the importance of data 
mining in medical systems are briefly discussed. 

III. APPLICATION OF DATA MINING IN MEDICAL SYSTEMS 

The reliance of health care on data is increasing [6]. 
Medical researchers, physicians, and health care providers face 
the problem to use stored data efficiently when more medical 
information systems with large database are used [6]. The 
medical information system databases contain many data such 
as patient records, physician diagnosis, and monitoring 
information where the data has been useful in many medical 
decision support systems to save lives [15]. 

A medical decision support systems are systems that help in 
the decision making process in the medical domains such 
Clinical Decision Support Systems (CDSS), medical imaging, 
and Bioinformatics [15]. The contributions of these systems are 
to reduce medical errors and costs, earlier disease detection, 
and to achieve preventive medicine [15]. The advantages of 
using computerized CDSS are the decision support systems can 
help to manage overloaded data and turn them into knowledge, 
reduce the complexity of the work such as automatic complex 
workflows, and help to identify obese children while reducing 
the errors, time, and variety of practices [15]. 

Continuous usage of the information systems result to the 
size of the database increasing. Therefore the usage of 
knowledge discovery and data mining in the database (KDD) 
for the growing databases is important. KDD attempts to gather 
knowledge by identifying relations from the data sets to help 
predictions [15]. KDD utilization is increasing in medical 
informatics and researchers have used it in many areas such as 
statistics, machine learning, intelligent databases, data 
visualization, pattern recognition, and high performance 
computing [16, 17].  

The data mining has been used in the medical domain for 
other purpose like to improve the decision making such as 
diagnostic and prognostic problems in oncology, liver 
pathology, Neuropsychology, and Gynaecology [18]. For better 
data analysis and decision support, data mining and decision 
support can be integrated [19]. The task of detecting 
associations between risk factors and outcomes in the medical 
area is a difficult work even for experienced biomedical 
researcher or health care manager [6]. Data mining usage has 
helped clinicians to improve their health service by assisting in 
detecting regularities, trends, and unexpected events from the 
data [6].  

The usage of data mining tools with advanced algorithms 
are popular for pattern discovery in biological data [3]. The 
biological problems include protein interactions, sequence and 
gene expression data analysis, drug discovery, discovering 
homologous sequences or structure, construction of 
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phylogenetic trees, gene finding, gene mapping, and sequence 
alignment [3].  

Machine learning was not fully accepted in the medical 
community because medical practitioners feel that their work is 
more complicated using such tools [20]. For an example, 
different models used in healthcare applications have a 
different explanation especially for model-specific methods  
[20]. Therefore, important things that must be considered when 
developing an application for medical practitioners are 
simplicity and the way of explaining the decisions. Simple 
techniques used for medical predictions have shown reasonable 
results [21]. Another challenge is that the systems must able to 
present discovered knowledge in an easy and fast manner [6]. 

The data that can be captured by a patient record are 
classified in three groups: a structured data, semi-structured 
data, and unstructured data (Figure 6) [22]. Data mining and 
knowledge discovery techniques and tools based on rule 
induction are important to analyze the growing size of clinical 
data. 

 
Figure 6. Data That Can be Captured From a Patient Record [6]. 

IV. UTILIZATION OF DATA MINING FOR PREDICTIONS IN 

MEDICAL DOMAIN 

One task of data mining in medical domain is for 
classification and predictions. The classification derives the 
class of an object based on its attributes while prediction 
means an indication in advance based on observations, 
experiences, or scientific reasons [23]. This section discusses 
several classifications and predictions using data mining that 
was applied for medical related problems. 

 

A. Coronary Heart Diseases 

 
Coronary heart disease (CHD) is a serious disease that 

causes many deaths especially in China [13]. The study on 

CHD patients was aimed to identify the syndrome of CHD 
using data mining techniques [13]. The study used 1069 CHD 
cases that were collected using surveys on 5 clinical centres 
located in two provinces. 80 symptoms that are closely related 
to CHD and always appear in the literatures of CHD were 
selected.  

Four well-known data mining techniques were tested for 
classifications: Bayesian network (BN), decision tree (C4.5), 
neural network mode (MLP), and SVM. The performances of 
these techniques were determined by their sensitivity, 
specificity, and accuracy. The sensitivity = TP / (TP + FN); 
the specificity = TN / (TN + FP); and the accuracy = (TP + 
TN) /(TP + FP + TN + FN) [12, 13, 18, 24]. TP is the number 
of samples classified as true while they were actually true; FN 
is the number of samples classified as false while they were 
actually false; TN is the number of samples classified as false 
while they were actually false; and FP is the number of 
samples classified as true while they were actually false.  

The results showed that MLP accuracy is the highest 
(88.6%). The second highest accuracy is SVM (82.5%) and 
the third highest is Bayesian model (82.0%). Decision tree 
(C4.5) has the lowest accuracy among them (80.4%). From 
these results, data mining techniques have showed good 
accuracy on predicting the coronary heart diseases.  

 

B. Breast Cancer 

 
The study of breast cancer is interesting because the risk 

factors are difficult to identify similar to childhood obesity. 
The study on breast cancer recurrences involve 1035 breast 
cancer patient [20]. 22 medical patient features were recorded 
at the time of surgery while 10 more features were recorded 
through follow-up. The study took more than 10 years.  

The data mining classifiers that were used are Naïve Bayes 
(NB), decision tree, a tuned SVM, Random Forests, multilayer 
ANN, and bagging with NB (bag). The recurrence and no-
recurrence classes are almost fairly distributed. The results of 
these data mining classifiers were also compared with the 
expert oncologist predictions. The mean accuracy of 
oncologists prediction tested on 100 instances is 0.65 and 063. 
Meanwhile among the classifiers, NB and bag have shown the 
highest accuracy (0.7). The decision tree and Random Forests 
showed slightly lower accuracy (0.67 and 0.68 respectively).  

The models were also tested on binary datasets. Bag and 
NB have the highest mean accuracy (0.68 and 0.678 
respectively) follow by Random Forests (0.676), decision tree 
(0.674) and ANN (0.608). In this study, the negative and the 
positive groups are fairly distributed. The Naïve Bayes 
technique has shown good and consistent accuracy in this 
study. 
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C. Diabetes 

 
Diabetes is a metabolic disorder where the body cannot 

make proper use of carbohydrate and greatly affected by the 
patient lifestyle [18, 24]. The study on diabetes prediction 
used 2017 diabetic patient clinical information [18]. There are 
425 features in the database. The first step in the study was 
data pre-processing: data integration and reduction. The 
following step was feature selection using Relief to reduce the 
number of parameters.  

Three classification algorithms were used to analyze the 
data. The algorithms are: decision tree C4.5, IB1, and Naïve 
Bayes. The features were discretized to improve the results of 
C4.5. The performance was determined based on the 
specificity and sensitivity. The result indicated that Naïve 
Bayes and IB1 accuracy improved when the input parameters 
were reduced.  

Discretized C4.5 was the best in classifying bad blood 
glucose control patients (sensitivity) while Naïve Bayes was 
the best in classifying good blood glucose control patients 
(specificity). In terms of differences in both sensitivity and 
specificity, Naïve Bayes has the least differences. This study 
has shown that decision tree may produce high sensitivity. But 
in terms of fair distribution between sensitivity and specificity, 
the Naïve Bayes is better.  

 

D. In-vitro Fertilization 

The prediction was to identify the number of embryos to 
be transferred to the woman's womb and the selection of 
embryos with the highest reproductive viabilities [25]. The 
prediction was to determine whether the embryos are suitable 
for implant. The similarity of IVF implantation prediction with 
childhood obesity prediction is the imbalances distribution of 
positive and negative samples, which is common in medical 
datasets [25].  

The study used 2453 records with 89% of them are 
positive samples [25]. There are 18 features that are related to 
the embryo and the patients. Six classification algorithms were 
used that are the Naïve Bayes, k-Nearest Neighbor, Decision 
Tree, SVM, Multilayer Perceptron (MLP), and Radial Basis 
Function (RBF). Receiver Operating Characteristics (ROC) 
analysis was used to evaluate the classifier performance. The 
results showed that the Naïve Bayes and RBF performance are 
significantly better than other classifiers. The Naïve Bayes 
sensitivity is 67%. 

This study has used many features for prediction. The 
predictions are difficult because the positive group is very 
large compared to the negative group. The Naïve Bayes and 
RBF significantly higher accuracy than other classifiers has 
shown that these techniques can perform well on difficult 
predictions. 

 

E. Childhood Obesity 

 
Six data mining techniques and logistic regression were 

used for childhood obesity predictions [12]. The techniques 
are decision tree (C4.5), association rules, Neural Network, 
Naïve Bayes, Bayesian networks, linear SVM and RBF SVM. 
The prediction aims to identify obese and overweight children 
at 3 years old using the data recorded at birth, 6 weeks, 8 
months, and 2 years. The prediction used 16653 instances, 
where only 20% of the samples are obese or overweight cases. 
The accuracy was measured using the sensitivity and 
specificity. 

The first step for the prediction was data pre-processing 
that consists of data cleaning to discard abnormal instances 
and data discretization to change the continuous values into 
nominal values. The following step of the prediction was 
featured selection using the Cfs- Subset Evaluator and 
BestFirst Search method. The features were selected in terms 
of individual predictive ability, high correlation with 
overweight/obesity and low inter-correlation between features.  

The selected attributes for training are sex, adjusted SDS 
birth weight, adjusted SDS length, time of gestation, adjusted 
SDS weight gain from birth to 6 weeks old, adjusted SDS 
weight gain from between 6 weeks to 8 months old, BMI at 8 
months old, adjusted SDS height at 2 years old, and adjusted 
SDS BMI at 2 years old. 

The results showed that for overweight predictions at 3 
years old, the linear SVM and RBF SVM have the highest 
sensitivity (59.6% and 60% respectively). However, the 
specificity of both SVMs is the lowest compared to other 
techniques and logistic regression. Other good accuracy 
belongs to the Naïve Bayes and Bayesian Network (54.7%). 
The specificity of both Bayesian classifiers is very high 
(93.1%) hence they have the highest overall accuracy (91.9%).  

For obesity prediction at 3 years old, the sensitivity of the 
decision tree is 0%; logistic regression is 11.2%; association 
rules is 21.9%; Neural Network is 24.6%; RBF SVM is 38%; 
and both Bayesian classifiers are 62%. In this study, the 
Bayesian classifiers and the SVMs have shown good accuracy 
for overweight prediction.  
 

V. SUMMARY 

This paper presents a review of data mining importance in 
medical systems. Data mining is the process of analyzing and 
summarizing data from different perspectives and converting 
it into useful information. Well-known data mining techniques 
include the Artificial Neural Network (ANN), decision tree, 
Bayesian classifiers, Support Vector Machine (SVM). Data 
mining utilization is increasing in medical informatics and for  
improving the decision making such as diagnostic and 
prognostic problems in oncology, liver pathology, 
Neuropsychology, and Gynaecology. The challenge of data 
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mining utilizations for medical practitioners are complexity 
and knowledge representation.  
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