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Abstract— In general, the color of the image taken by a 

camera changes when the illumination condition changes. 

However, human being can perceive almost the true color 

independent of the illumination (color constancy). The low 

dimensional image generation model has been discussed as a 

framework for eliminating illumination influence. It defines how 

the image color is determined from the illumination color, the 

object color and the camera spectral sensitivity. Traditionally, 

the low dimensional image generation model has been identified 

by setting object color basis functions, illumination color basis 

functions and the camera spectral sensitivity. In this paper, we 

propose a method for generating the image generation model by 

training without specifying any basis functions or camera 

spectral sensitivity. In that purpose, we prepare some sample 

images including various colors. Using these data, the image 

generation model is optimized. The experimental results are 

shown to confirm the effectiveness of the proposed model. 

(Abstract) 

Keywords— Color constancy, low dimensional image 

generation model, object color, illumination color. (key words) 

I.  Introduction 
Color recognition is one of important functions in 

computer vision. However, color recognition often fails when 

illumination condition changes. On the other hand, human 

being can perceive almost the true color even if the 

illumination color changes drastically. This ability of 

eliminating illumination influence is called ―color constancy‖ [1]. 

To realize this ability on computer vision, a lot of methods 

have been proposed [2-6]. 

The papers [2-4] propose methods to eliminate the 
influences of the illuminant based on so called Gray-world 
assumption. In these methods, it is assumed that the average of 
the colors of the objects in the scenes are gray. Some papers 
propose methods to estimate the illuminant by assuming that 
the color of objects surface with highest luminance indicates 
illuminant color [2, 8]. This assumption means that white 
surface is brightest in white illumination, and this assumption 
often called Bright-is-white assumption or max-RGB 
assumption. 
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Higher order statistics such as correlation between the 
brightness and the colors is also used to estimate the 
illuminant color [9-11]. For example, when the illuminant of 
the scene is reddish, the red colored part of the object in the 
scene will be brighter than the other part, and the correlation 
between the brightness and the color red is strong. When the 
correlation between the brightness and the color red is strong, 
the illuminant is estimated as red. 

As a general framework for eliminating illumination influence, 
the low dimensional image generation model has been 
investigated [5-7, 12, 13]. In the low dimensional image 
generation model, each of the object color and the illumination 
color is expressed as a linear combination of a few spectral 
basis functions. Thus, each of the object color and the 
illumination color can be specified by a few parameters 
corresponding to weights for the basis functions. As a result, 
the color of the image can be expressed as a bi-linear function 
of the illumination color parameter and the object color 
parameter. The merit of this model is that the problem 
becomes rather simple because the number of parameters is 
kept small. 

Traditionally, this image generation model has been 
identified by setting object color basis functions, illumination 
color basis functions and the camera spectral sensitivity. It is 
not clear what basis function are optimal. Especially, the 
camera spectral sensitivity depends on the camera. We should 
examine the camera spectral sensitivity with respect to each 
camera. 

In this paper, we propose a method to construct an 
adaptable low dimensional image generation model. In this 
method, we prepare some appropriate training samples. An 
example of the sample images is shown in figure 1. The 
sample images are obtained by taking a photo of a color 
checker under various illumination conditions. Using these 
data, the low dimensional image generation model is 
optimized without assuming basis functions on the object 
color, the illumination color and the camera spectral 
sensitivity. In other words, the image generation model is 
adaptably optimized against the camera and the photographing 
environment. It is expected that this method would be utilized 
as an application for color balance adapted to each particular 
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camera.  

Figure 1.  An example of test images. 

This paper is organized as follows. In the next section, we 
introduce the image generation model and propose a method 
for training the image generation model. In the section III, we 
discuss on the method for elimination influence of 
illumination color. In the section IV, we confirm the 
effectiveness of the proposed method by computer simulation. 
And finally, we conclude in the section V. 

 

II. Image Generation Model 

A. Model kernel 

Let )3,2,1)(,( kyxI k
 be the pixel values at the point ),( yx  

on the image plane, where subscript k  represents the color 

component red, green or blue. Let );,( yxE  be the spectral 

distribution of the illuminant power, );,( yxS  be the 

reflectance of objects surface, and )(kR  be the spectral 

sensitivities of the camera. The parameter   represents wave 

length of light. Then the following equation holds.  

   dRyxSyxEyxI kk )();,();,(),(  

This equation expresses the image generation model, which 
indicates how the image is generated. In the low dimensional 

linear model [6], );,( yxE  and );,( yxS  are represented as 

 


3

1

)(),();,(
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ii EyxyxE   

and 
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1

)(),();,(
j

jj SyxyxS    

respectively. )(1 E , )(2 E  and )(3 E  are the basis 

functions for );,( yxE ,  and )(1 S , )(2 S and )(3 S  are 

the basis functions for );,( yxS . The color of the 

illumination is represented by ),(1 yx , ),(2 yx  and ),(3 yx , 

and the color of the object is represented by )(1 S , )(2 S and 

)(3 S . 

For simplicity, we assume that illumination in parallel. 

Then,  );,( yxE  is constant and we get 
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Substituting (3) and (4) into (1), we obtain 
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Equation (5) can be expressed as  
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where ij
kM  is defined as 

   dRSEM k
jiij

k )()()(  

We call it the model kernel. 

 Once the model kernel is obtained, the image color is 

determined from the object color )3,2,1)(,( iyxi  and the 

illumination color )3,2,1( ii  according to (6). We are not 

able to observe ),( yxi  and i  directly. However, we can 

regard ),( yxi  to be the image when the illumination is white 

as shown in the Appendix I. Similarly, we can regard i  to be 

the image when the object is white. The equation (6) is the low 
dimensional image generation model.  

In conventional low dimensional linear model, basis 

functions )3,2,1)(( iEi  , )3,2,1)(( jS j   and 

)3,2,1)(( kRk   are assumed to be known, and the model 

kernel is obtained by (7). Alternatively, in the next sub-
section, we propose a method for obtaining the model kernel 
by training using some sample data. 

B. Training the model kernel 
We prepare  sample images for training the model kernel, 

in which the white part is included. An example is shown in 
Figure 1. This image was the image of a color checker under 
white illumination.  The bottom left part is white. We take 
photos under variety of illuminations including white 
illumination. The image color under white illumination can be 

regarded as the object color )3,2,1)(,( iyxi  in the image 

generation equation (6) as is discussed at the end of the last 
sub-section. When the test image includes T  colored regions, 

we obtain T  object colors ),( yxi
t  )),...,2,1;3,2,1( Tsi  . 

Also, the image color at the white part under un-known 
illumination can be regarded as the illumination color 

)3,2,1( ii . When images are taken under F  kinds 

illumination conditions, we get F  illumination colors 

),...,2,1;3,2,1( Ffii
f  . Let )3,2,1(,, kI tfk

 be the image 

color corresponding to the illumination color )3,2,1( ii
f  

and the object color )3,2,1( ii
t . Then, the next relation 

holds.  
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ftfk MI   (8) 



 

42 

 

Proc. of the Sixth International Conference on Advances in Computing, Electronics and Communication - ACEC 2017. 
Copyright © Institute of Research Engineers and Doctors. All rights reserved. 

ISBN: 978-1-63248-138-2 doi: 10.15224/ 978-1-63248-138-2-09 

 

In this equation, )3,2,1(,, kI tfk , )3,2,1( ii
f  and 

)3,2,1( ii
t  are known. In order to obtain the model kernel 

ij
kM  we define the evaluation function as  
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The model kernel ij
kM  is obtained by minimizing the 

evaluation function (9). To get the solution, we differentiate 

(9) by ij
kM , and set it to be 0.  
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From this, we get 
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The model kernel ij
kM which minimizes (9) is obtained by 

solving (11) as a simultaneous linear equation. More 

specifically, we define 3 x 3 matrices kQ ,   and   as 
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Then, (11) is expressed as 

 . kk MQ  

From this, the model kernel  M  is obtained as 


11   kk QM  

Thus, the model kernel is obtained by training using sample 
images including various colors taken under various 
illuminations. 

III. Elimination of Illumination 
Influence 
We assume that a region of white part is known. Taking the 
spatial average of (6) in that region, we obtain 

 .
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1,1

 
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i
k MI   

Since the average of the object  j  is assumed to be white, 

 kI  would indicate illumination color. Therefore, i  is 

considered to be equal to  iI . Therefore, (6) becomes 

 .),(),(
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1,1
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jij
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Let 3 x 3 matrix E  be  

   


3

1i
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Then, (16) becomes 
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Solving (18), we obtain 
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 ),(ˆ yxj  is the estimated object color, which is expected to be 

the image when the illumination is white. Thus, the problem of 

color constancy is solved. 

In this method, a white region in the image should be 
known. In the Bright-is-white assumption [2, 8], it is assumed 
that the brightest region in the image is white. In this case, the 

illumination color i  is estimated by averaging the image 

color in the brightest region. Then, the object color at each 
pixel of the image is estimated as (19).  

In the Gray-world assumption, it is assumed that average of 

the image color  iI  over the whole image is gray, Then, 

the illumination color i  would be proportional to  iI . 

Then, the object color is estimated as  

 ,),(),(ˆ
3

1

1

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j
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where C is a proportional constant corresponding to overall 
brightness. 
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IV. Experiments  

A. Training  
We trained the model kernel using the color checker 

shown in Figure 1. We took photos under thirty-five 
illuminations. Among them, five images were taken under 
white illumination. We prepared three colored lumps, red, 
green and blue. Thirty images were taken under one or two 
colored lumps. 

The color checker has twenty-four colored squares. Based 

on the colors of twenty-four squares under white 

illuminations, we obtained T = 24 object colors ),( yxj
t  

)),...,2,1( Tt  . Specifically, first, the average color of a 

predefined area of each square is detected as a color of each 

square. Then, the color of each square is averaged over ten 

images under white illuminations. In this way, T object colors 

),( yxj
t  )),...,2,1( Tt   are obtained. These data are used not 

only for training of the model kernel but also for the ground-

truth in the evaluation experiment. 

Then, based on the color of the white square located at 
bottom left, we obtained the illumination color. In that time, 
the color is averaged over a predefined area in the white 
square. From the image color of this part under F = 30 
illuminations, we obtained F illumination colors 

),...,2,1( Ffi
f  . Also, by observing image color of T 

squares under F illuminations, we obtained T x F image colors 
tfkI ,,
 ),...,1,,...,1( TtFf  . Using these data, we trained the 

model kernel by minimizing the evaluation function (9).  

B. Estimation of the object color 
We conducted experiments to estimate the object color by 

eliminating illumination influence. We set one image among 

thirty images under colored illuminations as a test image for 

estimating the object color and we trained the model kernel 

using the rest T – 1 images. After the training, we estimated 

the object color by the method in the last section, and it is 

compared with the corresponding ),( yxj
t .                                                         

To confirm effectiveness of the proposed method, we 
conducted a comparison experiment with a method based on 
the next two simple image generation models. The image 
generation equation of Mosel 1 is expressed as 

 .
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As for Model 2, the image generation equation is 

 ).,(),( yxyxI kkk
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Model 1 has one overall proportional constant  . On the other 

hand, Model 2 has three proportional constant 1 , 2  and 3 , 

each of which is corresponding to color red, green and blue. 

In the Model 1, the proportional constant   is obtained by 

minimizing 
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Then, the object color is estimated as 
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instead of (19).  

In the Model 2, k  is obtained by minimizing 
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Then, the object color is estimated as 
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1
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k
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We evaluated effectiveness of the methods numerically by 
measuring the root mean square error between the estimated 
object colors and the image color under white illumination. 

Let 
tfkI ,,

),...,1,,...,1( TtFf   be the image color of the t-th 

colored square in the test image which is taken under f-th 
illumination. We train the model kernel using the rest T - 1 

images. Then, we estimated the object color. Let tfk ,,̂  be the 

estimated object color. We compare it with  the ground-truth 

),( yxk
t , which is the image color of the t-th colored square 

in the image under white illumination. The error is defined as 

    
 

24

1
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k
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We show the scatter diagram for Err(f)s by the proposed 
model and by Model 1 in Figure 2, and Err(f)s by the 
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proposed model and by Model 2 in Figure 3. The horizontal 
axis shows Err(f)s by the proposed model, and the vertical 
axis shows Err(f)s by Model 1 or Model2. We see that Err(f)s 
by the proposed model are consistently smaller than those by 
Model1 or Model2. 

Next, we average )( fErr  over thirty illumination colors   

(f = 1,2,…,F) as 

 .)(
1




F

f

fErrErr  

We show the result in the Table 1. The error is reduced by 
about 10%. The dynamic range of input images is from 0 to 
255. 

We conducted an experiment to generate the images which 

represent the object colors. In the same way as the case 

mentioned above, one image among thirty images under 

various colored illuminations is selected one after another as a 

test image and the others are used for the model kernel 

training. The image representing the object color is estimated 

as (19). Examples are shown in Figure. 4. Six images in the 

left-hand side are input images under colored illumination, and 

six images in the right-hand side are the images indicating the 

object color estimated by the proposed method. Influence of 

the illumination colors are effectively reduced.  

 

 

 

 

 

 

 

 

 

 

Figure 2. Err(f)s by by the proposed model and Model 1. 

 

 

 

 

 

 

 

 

 

 

Figure 3. Err(f)s by by the proposed model and Model 1. 

Table 1. Average error. 

 Proposed 
model 

Model 1 Model 2 

Err 43.4 48.2 48.9 

 

We evaluated the numerical error between the estimated image and 
the image under white illumination. We compared the proposed 
model with Model 1 and Model 2. The error is calculated by the 
following equations. In Model 1 and Model2 the image representing 
the object color is obtained by (25) or (28).  
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Figure 4. Examples of estimation of the object color. 

We show the scatter diagram for Err(f)s by the proposed 

model and by Model 1 in Figure 5, and Err(f)s by the 

proposed model and by Model 2 in Figure 6. We also show the 

average error Err in the table 2. We see that the error is 

effectively reduced in the proposed model. 

 

 

 

 

 

 

 

 

 

 

Figure 5. Err(f)s by by the proposed model and Model 1. 

 

 

 

 

 

 

 

 

 

 

Figure 6. Err(f)s by by the proposed model and Model 1. 

Table 2. Average error. 

 Proposed 
model 

Model 1 Model 2 

Err 56.6 58.7 58.9 

 

V. Conclusion  
The low dimensional image generation model is a 

framework for eliminating illumination influence. In this paper, 

we proposed the method to obtain an adaptable low 

dimensional image generation model. The low dimensional 

image generation model is adaptably optimized using various 

images of a color checker under variety of illuminations. Some 

images should be taken under known white illumination, and 

the region with white color should be detected in advance. On 

this condition, the image generation model was optimized by 

minimizing the evaluation function (9). Once the image 

generation model was obtained, the object color is estimated if 

a region with white color is detected. 

We conducted an experiment to generate the images which 

represent the object colors. We compared the performance of 

the proposed image generation model with two naïve and 

simple image generation models. From this experiment, we 

confirmed that the proposed model has a competitive 

advantage over the two naïve and simple image generation 

models. 

It is a future problem to apply this method to different 

kinds of real images and to confirm effectiveness of this 

method as color constancy. 

Appendix 

We assume that )3,2,1( ii  is 1 when illumination is 

white and that )3,2,1(  ii  is 0 when illumination is black 

without loss of generality. In the same way, we assume that 

)3,2,1)(,( iyxi  is 1  when the object is white and that 

)3,2,1)(,( iyxi  is 0 when the object is black. Then, (6) 

becomes 
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when the illumination is white. From this equation, we see that 

the object color ),,( 321   and the image color  321
,, ooo III   

are connected by a linear transformation. This means that there 

exist 2 x 2 matrix M
~

 such that the next relation holds.  
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In the same way, when the object is white, (6) becomes  
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The vector ),,( 321   and the corresponding vector  

 321
,, eee III  are connected by a linear transformation, too. 

Therefore, there exist 2 x 2 matrix M̂  such that the next relation 
holds. 
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Substituting (A-2) and (A-4) into (6), we obtain 
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 (A-5) 

This equation has the same form as (6). In fact, resetting 
i

eI  by i ,  ),( yxI
j

o  by ),( yxj  and ij
kL by ij

kM , we obtain 

the same equation as (6). Thus, we can regard ),( yxi  to be 

),( yxI
j

o  ,the image when the illumination is white and i  to 

be i
eI , the image when the object is white. 
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