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Abstract— Energy efficiency is an important issue in the field of 

Wireless Sensor Networks (WSNs). So, minimizing the energy 

consumption in this kind of networks should be an essential 

consideration. Sleep/wake scheduling mechanism is an efficient 

approach to handling this issue. In this paper, we propose a Genetic 

Algorithm-based Sleep-Wake up Area Coverage protocol called 

GA-SWAC. The proposed protocol puts the minimum of nodes in 

active mode and adjusts the sensing radius of each active node to 

decrease the energy consumption while maintaining the network’s 

coverage. The proposed protocol is simulated. The results 

demonstrate the efficiency of the proposed protocol in terms of 

coverage ratio, number of active nodes and energy consumption. 

 
Keywords- Wireless Sensor Networks, Genetic Algorithm, 

Coverage, Connectivity. 

I. Introduction 
The advanced technology in the fields of sensor systems, 

networking and communications lead to development of 

modern Wireless Sensor Networks (WSNs). WSNs are 

consisted of large numbers of nodes with radio 

communications, sensing, and low-power processing 

capabilities. The lifetime of a wireless sensor network is 

an important issue due to limited battery power in 

sensors and infeasibility of replacing and recharging 

sensor batteries [1-2]. So, it is important to dynamically 

put sensor nodes into sleep/wakeup statuses [3-4]. In this 

paper, we design a scheduling mechanism in which only a 

small number of sensors are active, while all other sensors 

are in sleep mode. Using the property that sensors have 

adjustable sensing ranges, the goal is to set up minimum 

sensing ranges for the active sensors, while satisfying the 

coverage requirements. Thus, we propose a Genetic 

Algorithm based Sleep Wake up Area Coverage protocol 

called GA-SWAC to deal with the problem of Area 

Coverage. In this protocol, proper active nodes set and their 

sensing radii can be determined using Genetic Algorithm. 

The remaining of the paper is organized as follows: In 

section 2 we present the related work in the context of area 

coverage. The proposed solution is presented in section 3. In 

section 4, the simulation results are provided and section 5 

concludes the paper. 
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II.  Related Works 
In [5], a distributed sleep-wake up scheduling mechanism 

is presented with the aim of prolonging the network lifetime 

while guaranteeing network coverage. The proposed 

mechanism mitigates scheduling process to be more stable 

by avoiding useless transitions between states without 

affecting the coverage level required by the application. In 

[6], the authors evaluated the coverage-aware sleep 

scheduling algorithm in areas with uneven event 

distributions and then, its performance on event detection 

rate and event detection delay have been studied.  Authors 

of [7] proposed a multi-objective optimization algorithm for 

scheduling the nodes in WSNs to achieve maximum 

lifetime. They focused on the differentiated or probabilistic 

coverage where different regions require different levels of 

sensing. The authors of [8] developed the sleep-wake up 

algorithms for WSNs aiming to maximize the lifetime of 

network, while ensuring the monitoring quality for specific 

applications. In [9] a wakeup scheduling method and power 

management mechanism is proposed to reduce the energy 

consumed for WSNs and each sensor node selects its own 

wake up time intervals based on its pending packets. The 

authors in [10] focused on topology control and power 

management and proposed a node scheduling solution that 

solves the coverage and connectivity problem in sensor 

networks in an integrated manner. In [11] an energy efficient 

scheduling algorithm called (ALARM) has been proposed 

for WSNs. ALARM uses a probabilistic model that permit 

to cover fault tolerance and a dynamic and distributed sleep 

timer computation. In [12], by turning on some redundant 

nodes in the WSNs, a centralized solution is proposed to 

reduce the energy consumption of the network. A 

straightforward solution is to use a transition range RT that is 

at least twice the sensing range RS (i.e. RT  2RS), such that 

area coverage guaranties network connectivity of active 

nodes [13]. The authors in [14] addressed the problems of k-

connected coverage set in WSNs with the objective of 

minimizing the total energy consumption while achieving k-

coverage. The research presented in [15] used the binary 

particle swarm optimization (BPSO) approach to solve the 

disjoint set covers (DSC) problem in WSNs. In [16], the 

authors proposed a scheduling protocol to identify the 

redundant sensors and put them to sleep. The proposed 

protocol is fully distributed and does not use any 

geographical information. In [17] an Energy Preserving 

Sleep Scheduling strategy called EPSS has been proposed. 

In the proposed strategy, the sleeping probability of a node 

varies according to the density of the deployed region and 

the energy consumption within a cluster is balanced. 
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III. The Proposed Protocol 
In the proposed protocol, we assume that each node has 

adjustable sensing radius RS ((RminRSRmax) and  the 

solution is represented by a bit-string a= (a1, a2, … , aB), as 

shown in Fig.1. 

 

 

 

 

 

 

 

 

 

Figure 1.   

Fig. 1 Example of a solution in the proposed algorithm 

The sensing radius coding is binary and required B bit. B 

is calculated based on (1): 

 B = ( log2 (Rmax - Rmin+1) . (1/)) + 1                 

where, x is the ceiling function that makes a real value x 

to be rounded up to the closest large integer value. 

The sensing radius of each node is calculated based on 
(2): 

 RS = Rmin+(Rmax - Rmin+1) ( b=2 to B 2
b-2

 ab-1 /  b=2 to B 2
b-2).      

Where  is the interval variations rate of nodes sensing 
radius. 

Moreover, the least bit is used to show active/sleep node. 

“1” means active mode and “0” means sleep mode. 

Regarding that it is impossible to evaluate the coverage of 

all network points, we use the cellular network for doing 

area coverage. In this method, the coverage is done 

according to nodes location and sensing radius such a way 

that the network area with dimensions xy is divided in 

square cells with dimensions cc. the sensing area of each 

node is showed by RS. The cell is covered if it is completely 

within the sensing area of a sensor node. We consider a 

calculated sensing radius (RCS) for each sensor node defined 

on the basis of real sensing radius and cell size as (3): 

RCS = RS – (2C)1/2 

RC min = Rmin – (2C)1/2                                                              (3) 

RC max = Rmax – (2C)1/2 

 

Where (2C)
1/2

 is the length of cell diameter. The reason 

for such definition is that if one of the cell vertices has the 

some overlap with a node calculated sensing radius, it will 

be covered completely based on the real sensing radius of 

node. As a result, one cell is covered if it is within the 

calculated sensing radius of an active sensor node as shown 

in Fig. 2.  In this figure, the dark cells are covered by node 

N based on RCS. The number of covered cells is divided by 

all area cells to obtain the network area coverage. 

 

 

 

 

 

 

 

 

 

Fig. 2 The Covered cells by active node N based on RCS 

When one cell has some overlap with RCmax nodei, we 

assume it is one of cells in sensing set of nodei. Because we 

sure that this node covered by Rmax. 

Cells of sensing set are in four different groups. Sets of 

Amin, AS and Amax are calculated according to the following 

equations (ci is cell number):  

ci Sensing Set if  ci covered by Rmax 

ci Amin   if  ci covered by Rmin 

ci AS   if  ci covered by RS & not covered by Rmin                 (4) 

ci Amax   if  ci covered by Rmax & not covered by RS 

 

So we have: 

Sensing Set = all cells have overlap with RC max 

Amin = all cells have overlap with RC min                                 (5) 

AS = all cells have overlap with RCS - Amin 

Amax = all cells have overlap with RC max - (AS  Amin) 

 

Therefore:      

 Amax  AS  Amin = Sensing Set                                    

 Amax  AS  Amin = {}                                        

AC consists of cells that are sensed by selective sensing 

area or are covered by selective sensing area of other nodes. 

Amin is proper subset of AC, because each node has minimum 

sensing area Amin. In this paper, we will deal with the nodes 

deployed randomly. We assume that the nodes are static 

once deployed, and each one knows its own location which 

can be achieved by using some location system [18]. The 

coverage model of the node ni is supposed as a circle 

centered at its coordinates (xi , yi) with radius ri. 
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If (x-xi) 
2 +(y-yi) 

2  ri 
2 

       P(ci ) = Pcov (x,y,ni ) = 1 
Else                                                                                          (8) 
       P(ci ) = Pcov (x,y,ni ) = 0 

We assume that any random event ci is independent of the 

others, so ci and cj are unrelated, i, j [1, N] and i  j. Then 

the following two relationships can be concluded: 

 P(ci ) =1- P(ci) = 1-Pcov(x,y,ni )                                            

 P(ci  cj ) =1- P(ci  cj )=1- P(ci ). P(cj )

Where ci is the complement of ci, denoting that sensor ni 

fails to cover (x,y).  

It can be considered that the pixel (x,y) is covered by the 

node set if any node in the set covers it. As a result, the 

probability of the event that the pixel (x,y) is covered by the 

node set can be denoted as the union of ci: 

Pcov (x,y,N)= P(i=1 to N  ci )= 1-P(i=1 to N  ci )=1- i=1 to N (1- Pcov (x,y,ni ))  



Also, we define the coverage rate of the sensor set Rarea(C) 

as the proportion of the monitoring area Aarea(C) to the total 

area AS: 

R cov (R) = Aarea (C) /AS = x=1 to m  y=1 to n Pcov (x,y,C)/(mn)    

The cluster head node tries to select the minimum number of 

nodes using an algorithm based on Genetic Algorithm such 

a way that the full coverage of the target area is provided. 

Also, the proposed protocol tries to select the smallest 

possible sensing radius for each node. The proposed 

algorithm can be described briefly in some steps as follows: 

Pahse1. Problem and algorithm parameter initialization:  

Step1: Initializing Amin, AS and Amax sets for each node. 

Step2: producing a sensing radius mask and a sensing 

radius mask operator for each node. 

Step3: Initializing sensing radius node, RS, for each 

node randomly. 

Pahse2. Repeating main loop of algorithm until meeting 

termination criteria: 

Step4: Calculating the fitness rate of nodes. 

Step5: Selecting the nodes with more fitness rate as 

parent nodes by using the roulette wheel and 

generating new population. 

Step6: Mutating the sensing radius of nodes with 

predetermined mutation rate. 

Step7: Checking the loop termination criteria and 

jumping to step 4. 

In this section, we describe the proposed algorithm in 
detail:  

Step1: Initializing Amin, AS and Amax sets for each node.  

At first, according to (13), the sensing radius of each 
node is set between Rmin and Rmax. 

 RS = (RS
^
1 , RS

^
2 , RS

^
3 , … , RS

^
n )

  RS
^
i  RS: RS 

^
i = Rmin + (Rmin - Rmax) /   

Such a way that  is a constant factor (e.g. =2) which its 

rate can be determined regarding nodes density. According 

to (14), if  is considered much more than Rmax, RS
^
i will 

almost equal Rmin. 

 If  =   RS
^
i  Rmin

Then according to (3), (4) and (5) as mentioned before, 

Amin, AS and Amax sets for each node is created.  

Step2: producing a Sensing Radius Mask and a Sensing 

Radius Mask Operator for each node. 

Then Amin, AS and Amax sets are updated for each node N. 

Whenever one cell of AS and Amax sets becomes a member of 

the Amin set of another node, that will be removed from these 

sets. For this purpose, at first, we initialize AC set by Amin set 

content and then the sets are updated according to (15): 

 

AC (N)  Amin (N) 

Then:                                                                                                        

(15) 

ci  AS(N) Or Amax(N) that 

              nj : ci  Amin (nj )  

          A min (N) = A min (N) + ci 

          AS (N)=AS (N) – ci  Or  Amax (N)=Amax (N) – ci 

ci  AS(N) Or Amax(N) that 

              nj : ci  AS(nj )  

          A min (N) = A min (N) + ci 

          AS (N)=AS (N) – ci  Or  Amax (N)=Amax (N) – ci 

Regarding to AS and Amax condition, the node performs a 

sensing radius mask (Masksensing) and determines a sensing 

radius mask operator (Operatormask_sensing) with OR/AND. 

The method of determining sensing radius mask and sensing 

radius mask operator is calculated according to the four 

conditions: 

 Both AS and Amax sets are empty 

The sensing radius of node is equal to Amin. So, the 

Sensing Radius Mask is as below (Mask Operator is AND): 

 

If AS=  and Amax=   

                   Masksensing = 1                                                             (16) 

                   Operatormask_sensing=’AND’ 

 

 AS set is not empty and Amax set is empty 

The node can select its sensing radius between both Rmin 

and RS. The Sensing Radius Mask of this sensing radius is as 

below (Mask Operator is AND): 
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If AS   and Amax=   

                  X = [log2 RS] + 1                                                          (17) 

                  Masksensing = 2X+1 -1 

                  Operatormask_sensing=’AND’ 

 

 AS set is empty and Amax set is not empty 

The node can select its sensing radius between RS and 

Rmax. The sensing radius mask of this sensing radius is as 

below (Mask Operator is OR): 

 

If AS= and Amax   

                  X= [log2 RS]                                                                (18) 

                  Masksensing =2X+1 +1 

                  Operationmask_sensing=’OR’ 

 

 Both  AS and Amax sets are not empty 

The node can select its sensing radius between Amax and 

Amin. So, the Sensing Radius Mask is as below (Mask 

Operator is OR): 

 

If AS and Amax   

                  Masksensing =0                                                               (19) 

                  Operatormask_sensing=’OR’ 

Step3: Initializing sensing radius node, RS, for each node 

randomly. 

In this step, according to (20), the sensing radius node for 

each node is initialized randomly. Also, the active/sleep bit 

of each node is initialized randomly.  

 RS = (RS
^
1 , RS

^
2 , RS

^
3 , … , RS

^
n )

  RS
^
i  RS : RS

^
i  Rmin + rand()  (Rmax - Rmin+1) 

Where rand() is a random number between 0 and 1. Also 

Rmin and Rmax are the lower and upper bounds for sensing 

radius of each node. 

Then, according to (21), for each node, the Sensing 

Radius Mask is applied to sensing radius of node by the 

Sensing Radius Mask Operator (AND/OR). 

 RS = (RS
^
1  , RS

^
2  , RS

^
3  , …  , RS

^
n )

  RS
^
i  RS : RS 

^
i  RS 

^
i Operatormask_sensing(AND/OR) Masksensing

Step4: Calculating the fitness rate of nodes. 

The process of calculating the fitness rate for each node N 

is as follows: 

At first, whenever one cell of AC becomes a member of AS 

or Amax, that cell is removed from AS or Amax and adds to the 

AC set. See more details in (22): 

 

ci  AC (N)  

    nj :   (ci  AS(nj) Or ci  Amax(nj) )                              (22) 

AC (N) =AC(N)+ci 

AS (N)=AS(N)– ci Or  Amax(N)=Amax(N)– ci 

Where Ax (y) shown Ax set of y node. 

After updating the sets, for each node, we determine the 

fitness rate of its selected sensing radius (regarding to its 

neighbor’s selected sensing radius). For this purpose, for 

each node, we consider a temporary TAC set. As can be seen 

in (23), this set, at first, is initialized to AC. 

 TAC (N)  AC (N) 

Then, according to (24), we add the AS set of its neighbors 

to the same neighbor AC set: 

 ni : AC (ni)  AC (ni) +AS(ni) 

After that, regarding the (25), we update TAC set of 
node: 

ni cj TAC  ) ni( And  

( cj  AS (N) Or nj  Amax (N) )                                                     (25)                                 

 TAC (N) = TAC (N) + cj                                                                                                    

After updating TAC set, the process of determining 

sensing radius fitness of node is as below: 

 If AS  TAC and Amax  TAC 

At this situation, more closely the sensing radius rate to 

Rmin, more fit the sensing radius. So: 

 fitness =1+1*(my-cell-A/max-cells-A)(1/(RS-Rmin+)) 

Where  shows very small positive number, λ1 

shows the minimum acceptable rate for fitness of 

node and ψ1 is selected as the fitness rate doesn’t 

exceed a given limit. 

 If AS TAC or Amax  TAC 

The node adds AS set to TAC set and updates TAC 

set again by (25). Then, If AmaxTAC (evidently 



 

101 

Proc. of The Fifth Intl. Conf. On Advances in Computing, Electronics and Electrical Technology - CEET 2016 
Copyright © Institute of Research Engineers and Doctors, USA .All rights reserved. 

ISBN: 978-1-63248-087-3 doi: 10.15224/ 978-1-63248-087-3-66 

 

ASTAC), so the sensing radius will be fit and can be 

smaller.  The details can be seen in (27): 

 fittness =2+2*(my-cell-A/max-cells-A)(1/(RS-Rmin+)) 

If AmaxTAC, more closer the node sensing radius 

to Rmax , more fitness of it. So, fitness can be defined 

as (28): 

 fitness =2+2*(my-cell-A/max-cells-A)(1/(Rmax-RS+)) 

Where  shows very small positive number, λ2 

shows the minimum acceptable rate for fitness node, 

and ψ2 is selected as the fitness rate doesn’t exceed a 

given limit. 

In (26), (27) and (28), my-cells-A shows all member of 

two AS, Amax sets of cell. The rate of max-cells-A is 

calculated by (29). In this relation Ax (y) shows the Ax set of 

node y.  

For each node N:                                                                  (29) 

     max-cells-A = max (a,b) 

a = max ( |AS(nj)| + |Amax(nj)|) nj  that is neighbor of N 

b = my-node-A = |AS(N)| + |Amax(N)|                           

Step5: Selecting the nodes with more fitness rate as 

parent nodes by using the roulette wheel and generating new 

population. 

After calculating the fitness rate of the nodes,  percent of 

them (e.g. 50%) are selected as elite (parent) nodes for 

generating new population of sensing radius set. The parent 

nodes are selected randomly using roulette wheel. As a 

result, the probability of selecting the nodes with more 

fitness as parent ones is more. After determining the parent 

nodes, the new population of the nodes sensing radius is 

generated by applying cross over operation to the sensing 

radius of the parent nodes. 

Step6: Mutating the sensing radius of nodes with 

predetermined mutation rate. 

After generating the new population of the nodes sensing 

radius, the nodes sensing radius is mutated with the 

predetermined rate .  

The mutation operator is applied to each bit of an 

individual with a probability of mutation rate. When applied, 

a bit whose value is 0 is mutated into 1 and vice versa.  

Step7: Checking the loop termination criteria and 

jumping to step 4. 

The main loop of algorithm (steps 4, 5 and 6) continues 

until meeting one of the conditions stated bellow: 

 The fitness rate of all active nodes, 

become better than TF (Threshold Fitness) threshold 

rate. And also these sensing radii can provide the 

full coverage of network. 

 The number of performing the main loop 

of the algorithm exceed TC (Threshold Cycles) 

threshold rate. Then, the final active nodes and their 

sensing radius regarding the condition of their sets 

are determined. In the way that for each active node 

if the Amax set of node is not empty, Rmax sensing 

radius is selected. If AS set is not empty, sensing 

radius RS is selected, otherwise sensing radius Rmin 

will be selected. 

IV. Simulation Results 
In this section, we evaluate the proposed protocol (GA-

SWAC) in terms of coverage ratio, number of active nodes 

and energy consumption and compare it with the OGDC [8] 

protocol with different sensing radius 8, 10, 12 meters. We 

assumed an area with a size of 150150 which is divided in 

cells with size of 11 and deploy the sensor nodes randomly 

in this area. The number of nodes, N, in different 

configurations are considered as 100, 150, 200, 250, 300, 

350, 400, 450 and 500 respectively. The sensing radius of 

the nodes in the proposed protocol is considered as 

RS[8,23] and interval variations  rate is equal to =0.25. As 

a result, the number of bits being required to preserve the 

selected sensing radius of each node equals B=6+1. As 

shown in Fig. 3, due to its ability to adjust sensing radius, 

the proposed protocol is able to provide higher coverage rate 

with less energy consumption in comparison with OGDC. 

Due to the proposed protocol accuracy in adjusting the 

nodes sensing radius, it is able to provide the full coverage 

in less densities. Moreover, as the result of increasing nodes 

density, the proposed protocol decreases both nodes sensing 

radius and energy consumption, but OGDC protocol is not 

able to decrease energy consumption and to provide the full 

coverage in low density because of using fixed sensing 

radius.  

 

 

Fig. 3 The coverage rate of the networks with different 
deployed nodes 

 

On the other hand, as shown in Fig. 4, the energy 

consumption per area in different configurations of our 

protocol is less than the OGDC protocol.  
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Fig. 4 The energy consumption per area in networks with 

different deployed nodes 

Another noticeable point in the proposed protocol is the 

number of active nodes. As shown in Fig. 5, the number of 

active nodes is greater than other protocols while energy 

consumption in the proposed protocol is less in different 

configurations. As a result, the proposed protocol maintains 

more balance in using nodes energy so that it prolongs the 

network lifetime.  

Fig. 5 The number of active nodes in the networks with 
different deployed nodes 

V. Conclusion 
In this paper, we proposed a genetic algorithm-based 

sleep-wake up area coverage protocol. The proposed 

protocol puts the minimum of nodes in active mode and 

adjusts the sensing radius of each active node to decrease the 

energy consumption while maintaining the network’s 

coverage. The proposed protocol is simulated. The results 

demonstrated the efficiency of the proposed protocol in 

terms of coverage ratio, number of active nodes and energy 

consumption. 
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