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Abstract—The important thing in doing planning and 

mission execution is to gain data and information from 

observation result. From data and the information which have 

been collected, can be design an appropriate strategy, reviewed 

from various perspectives to minimize the loss in mission 

execution. Therefore an appropriate method should be used to 

perform Knowldege Extraction for any information obtained 

from these observations. Fusion Information based on 

Cognitive Artificial Intelligence (CAI) is intended to produce a 

complete information processing and fast as a basis for 

planning and mission execution. This paper will explain the 

process of infomation fusion based on CAI, for doing 

Knowledge Extraction, so it can take appropriate conclusions 

for the results of observations made . 

Keywords— Information Fusion, Knowledge Extraction, 

Cognitive Artificial Intelligence 

I. Introduction  
Decision-making in the execution of a mission or 

operation requires several stages of information processing. 

Such information is usually obtained from a variety of 

sources that can support the course of operation or mission . 

For example, in military missions , the decision to carry out 

military operations normally be taken by a local security 

conditions , weather conditions, availability of ammunition , 

etc . Another example is in medical operation , making the 

diagnosis of disease and medical solution according from 

diagnosis result,  are usually obtained from the medical 

records of the patients , the results of laboratory tests , the 

condition of the body when handling , etc . 

Along with the development of Artificial Intelligence 

(AI) , some AI-based decision making method has also 

growing rapidly. Most of the existing method uses the 

concept of agents to help decision-making. AI learning 

method‟s which is commonnly use is : Fuzzy Logic , Neural 

Network (NN), and Genetic Algorithm (GA). Each method 

is basically trying to emulate how humans process any data 

and information obtained to generate new knowledge .  
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Fuzzy overcome the limitations of logic ' 1 ' and ' 0' on 

the system logic , and often used in intelligent control 

systems , NN introducing unsupervised and supervised 

learning methods , while GA emulation of biological 

evolution and is often used for process optimization . 

 

The most appropriate model in designing a method of 

decision making is the process of the human brain in 

learning something to gain knowledge. In processing the 

information received, the human brain gain input from the 

five senses. Each sensory system receives the information 

based on its function. Eyes to see, ears to hear, noses to 

smell, etc. Each information combined (fusion) into a single 

unified knowledge. Based on the mechanism of the human 

brain in processing information, in 2009, Science in 

Artificial Intelligence gained a new direction, that is, not 

only mimicry behaviors and ways of thinking but also 

explores how humans process knowledge growth. The 

concept was developed by Adang and Arwin and called 

Information Fusion method. In contrast to the existing 

methods of AI this method focuses on learning and growing 

knowledge of the learning outcomes. Therefore, this method 

hereinafter referred to as Cognitive Artificial Intelligence. 

This paper will explain how to perform the extraction of 

knowledge for Information Fusion , so that it can produce 

results that can be used as a reference for decision making. 

Starting at Section I which delivered a background of this 

research, then followed by Section II which describes 

theoretical background about information fusion. Section III 

will present the development of Information fusion. This 

paper will be closed by section IV which will deliver some 

part of our research result and future work for this research.  

 

II. Theoretical Background  

A. Information Fusion 
 

What is information fusion ? Basically Information 

Fusion is the combination process of information from 

various sources that generate a single information . For 

example , humans can know an apple by shape , flavor , 

texture and color. The more complete the information 

received , the more accurate single information obtained . 

This single update information hereinafter referred to as the 

Ultimate Knowledge. Figure 1. Illustrate the process of 

Fusion Information 
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Figure 1.  Fusion Information Process inside Human being  

 

 

In the next process , the new information will be fused 

with the knowledge that has been owned previously (this is 

called Prior Knowledge) . The outcome of this process is 

new knowledge that is more complete, which is called 

Posterior Knowledge. This knowledge is then compared 

with the knowledge that has been stored in the brain to 

produce results ( inferencing ) . This inferencing result will 

be used as the basic for the decision making to perform an 

action. [1]. This process to gain inferencing result is 

illustrated at Figure 2 

 

.  

Figure 2.  Process to gain inferencing result 

B. Information Fusion’s  Computation 
 

In the field of Artificial Intelligent ( AI ) , the method of 

decision-making ( inference method) is the most commonly 

used method for decision –making (Inference-method) is 

Bayesian Inference Method ( BIM ), where the method is 

based on Bayes Probability rules as formulated as follows : 
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Where : 

 

P(Bj|A) : posterior probability, the probability of hypothesis 

B when A is occured 

P(A|Bj) : prior probabiliy , the probability of indication A 

when B is occured 

P(Bj) : prior probability  when B is occured. 

  

 And then to obtain process of information fusion, 

formula (1) is enhanced become (2) :  
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Where  n is number of sensor. 

if P(V
i
j )= P(Bj|Ai) and P (

i
t) =P(Bj Ai), n = , 

formula (2) can be writen as (3) : 
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Where : 

Vi
j  : sensor respond to hypothesis 

  : number of sensor 

P(t
j)  : best value of hypothesis at each observation time  

 

Formula at (3) is called A3S „s equation (Arwin 

Adang Acik Sembiring). Calculation result from (3) is 

accumulate to gain the value of Degree of Certainty 

(DoC)[2][3]. DoC basically is a value representing the most 

possibilities hypothesis among all alternatif hypothesis. 

Therefore DoC value also state the ultimate knowledge.  

 

In order to understand the course of A3s equation in 

equation ( 3 ) above , then made the following illustration : 

 

TABLE I.  TABLE ILLUSTRATED INFORMATION FOR OF A3S 

EQUATION 

t  

(observation 

time ) 

Sensors Hypotesis 

H1 H2 H3 H4 

t1 

S1 1 0 0 0 

S2 1 0 0 0 

S3 0 0 0 0 

S4 0 0 0 0 

t2 

S1 0 0 0 0 

S2 0 1 0 0 

S3 0 1 0 0 

S4 0 1 0 0 

t3 

S1 0 0 0 0 

S2 0 1 0 0 

S3 0 1 0 0 

S4 0 1 0 0 

 

Table 1 illustrated the receive information for A3S 

equation. The observation of the information represented by 

a logic '1' indicating that the hypothesis is accordance with 

the results of sensor observations ,  logic ' 0' state otherwise . 

A3S computation according to the set of information at 

Table 1, is shown in Table 2.  

TABLE II.  TABLE RESULT OF A3S FROM TABLE 1 

t Hypotesis 

H1 H2 H3 H4 

t1 1 0 0 0 

t2 0.5 0.5 0 0 

t3 0.333 0.667 0 0 
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From the result from Table II, it can be seen that H2 is 

the best Hyphotesis from all observation from time to time. 

The result from H2 at t3, is called DoC from this 

observation.  The results of this DoC declare that the 

information can be used as a new knowledge . 

 

III. The Development of 
Information Fusion for 
Knowledge Extraction 

 

A3S has been tested on the construction of the software 

on one of the government agencies of the Republic of 

Indonesia . This software is used to help making decisions 

according on input from the indications and possible events 

which may occure , related to duties of the agency. The 

program is created using programming language Visual C. 

The course of this program can be explained as follows : 

The input of this program is indicative of field observations 

and hypotheses , which is a probability of occurrence ( or 

action ) which is experienced by the object being observed. 

Information from observations and hypotheses are then 

fused with A3S equation , to see the possibility of events 

being experienced . The results of this program is in the 

form of graphs, showing aspects of the probability of 

occurrence based on the observation that observed in a 

certain time . 

 

Figure 3.  Output Result of A3S method (a) data input (b) graphical 

representation of one observation time (c) Graphical representation of all 
observation time 

In each observation time , the user enters the data in the 

associate table ( Figure 3a ) . Entered data is indicative of 

the potential fit between the hypothesis according to the 

information available. In each observation time , the 

program will calculate the probability the greatest value of 

each hypothesis ( Figure 3b ) . The end result of this 

program is the graph of the overall observations , which 

demonstrate the greatest possible relationship hypotheses 

and indications occur . 

   

Figure 4.  Details observation result 

Figure 4 show the details of observation result from A3S 

computation for this software. Observations conducted over 

10 times . The observations show that the value of the DoC 

in H1 rose significantly during the observation period . So it 

can be said that in these observations H1 is the best 

hypothesis generated in this observation . 

 

 

IV. Concluding Remark 
This paper delivered how fusion information can be used 

as Knowledge Extraction. From test result, it can be shown 
that Information Fusion offering a new method for 
development in Artificial Intelligence, to help making 
decision according information which have been receive 
from observation environment. Because its ability to doing 
information fusion and grow its knowledge, A3S methods 
which is used in Information Fusion can be said as 
Cognitive Artificial Intelligence (CAI). 

After applying this A3S algorithm in form of software 

for decision-maker‟s tools, currenty we are doing research to 

design a kind of processor which equipped with algorithm of 

A3S, called Cognitive Processor. With A3S algorithm, 

cognitive processor can be used as a main control for an 

autonomous system, which have ability to grow it 

knowledge continuously, as time passes. Because this 

system come in form of SoC, cognitive processor able to 

support the development of autonomous-mobile electronic 

instrumentation.  
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