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Abstract — A local search heuristics based on “Remove and 

Reinsert” (RaR) neighbourhood for the arrangement of 

machines in production cell is proposed. The result of the 

optimization lowers the transport cost of the process 

enormously, which is obvious from the research results of this 

paper. 
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I.  Introduction  
In the discussions about the “Factories of the Future” [1] 

one of the main objectives is to find the way to effectively 
manage unnecessary wastes in production. The 
contemporary manufacturing practice is therefore very often 
based on different production theories like Lean production, 
Just in Time, Kanban and Pull systems, based on the Toyota 
production system (TPS) etc., as well as on supply chain and 
overall equipment efficiency (OEE) optimization [2], [3], 
[4], [5], [6], [7]. The Lean system has become even a 
reference model for optimizing production and general 
performance of larger companies as well as SMEs [8], [9], 
[10]. Therefore some research works focus in simulation of 
production processes as well as in material flow and batch 
quantity optimization [11], [12], [13]. For this reason, the 
traditional layout of workshop machinery is transformed 
into more production cells, which is also one of the goals of 
lean production [14]. For the formation and optimization of 
the cells, there has been proposed a variety of different 
methods [15], [16], [17], [18], [20], [21], [22]. In addition to 
those methods in recent years the usage of method 
simulation with discrete events is increasing [23], [24], [25]. 

It is well known that using discrete event simulation or 
virtual factory is very effective tool for “what-if” scenarios, 
for every type of production system [26], [27]. In our case 
we have transformed a possible real production system with 
all the features and limitations into the simulation model. 
The idea is that the metaheuristics proposes an initial and 
iteratively improved arrangement of machines in production  
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a cell while the discrete event simulation performs “what-if” 
scenario for each proposed arrangement thus providing the 
quality measure of the arrangement. This process is repeated 
until the metaheuristics can no longer provide better 
arrangement of machines. 

The rest of this short contribution is organized as 
follows. In the section II., the metaheuristics RaR is outlined 
and its operation is illustrated with an example in Section 
III. Results of the first experiments are given in Section IV 
and concluding remarks in Section V. 

II. The metaheuristics RaR 
The proposed metaheuristics is called RaR algorithm. 

The idea (algorithms were given various names) was 
successfully applied to the probabilistic traveling salesman 
problem (PTSP) [28], the asymmetric traveling salesman 
problem (ATSP) [29] and to the classical resource-
constrained project scheduling problem (RCPSP) [30]. The 
basic idea of the heuristics is very simple, and this may be a 
reason for good results. It may be rather surprising that a 
simple heuristics outperforms much more complicated 
metaheuristics such as are for example the genetic 
algorithms, but we believe that this phenomena is not that 
much unexpected  - see [31] and the references there.  

RaR can be regarded as a hybrid metaheuristics that 
consists of two phases: generating an initial solution, and 
iterative improvement. In the first phase, a solution is 
usually constructed in a way to solve a sub-problem 
optimally first, and then inserting the remaining machines, 
not unlike the well-known heuristics arbitrary insertion for 
TSP does [32]. The iterative improvement phase, roughly 
speaking, removes some of the machines from the current 
cell, and reinserts them back into the cell in arbitrary order. 
The arrangement of machines is known to be equivalent to 
the traveling salesman problem (TSP). Adaptations and 
modifications used for successful application to the problem 
studied here are explained in some detail below.  

Here, we assume that the initial solution is given (or it is 
just a random arrangement of machines) and focuses on the 
iterative improvement phase. 

In the inner repeat loop, a subset of m machines is 
selected, and an optimal permutation of these m machines is 
found by exhaustive search. It should be noted that, contrary 
to RaR applied to some other problems, the machines which 
are not selected are not removed, only their relative position 
is frozen. After the optimal permutation of the selected m 
machines is found, these machines are, one by one, removed 
and reinserted into the solution into the best position, 
keeping all other relative positions of machines fixed. The 
loop is repeated until there is no improvement, and then the 
position of selected m machines is changed. First, the m 
machines at positions 1...m are chosen, then the positions 
2...m+1, and finally the positions n-m+1...n are regarded. 
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The RaR Algorithm  
S ← initial Schedule (M1, M2, …, Mn) 

repeat 
S'' ← S 

w = 1 (position from which the 

permutation starts) 

x = 0 

repeat 

repeat 
S' ← S 

1. Choose (w … w+m-1) machines from 

S and start with permutation on 

initial state w 

2. Check every solution for every 

combination from permutation 

table  

3. Choose the best solution and 

place it in the S 

4. If permutation found better 

solution than S’ then x = 0  

begin (if x = 0) 
P ← Optimum of first step (S) 

Y = m + w (m – number of 

machines processed with 

permutation)  

while Y < n (number of all 

machines) do  

P' = P 

q = 1 

repeat  
P'' ← Insert the machine 

form place Y on place q  

q = q + 1 

until q = Y  
Find the best solution (P'') 

P ← Choose (P'') 

Y = Y + 1 

endwhile  

end  
S ← Choose (P) 

until S' /= S 
w = w + 1  
x = 1  

until w > n – m 

until S'' /= S 

III. Problem instance 
The heuristics has been tested on a realistic example. To 

the best of our knowledge, there are no benchmark instances 
in the literature; we plan to generate a dataset of several 
instances for a more extensive experiment with results to be 
reported in the full paper. 

We have a production process with 10 work places 
where operations are carried out. The plan is to produce 20 
orders. For each order, the technology procedure and the 
sequence of operations are known. Raw material goes from 
material storage and the finished products are stored in the 
products storage. Orders require different operations. The 
transport cost between orders is assumed to be 1 per meter. 

Machines are distributed in a circle with the same 
distance between neighbourhood machines (see Figure 1). 
Based on the input data (technology, quantity, material flow, 
costs of transportation) we designed a simulation model. 

The simulation illustrates the current state of production 
cells and covers all its properties in a selected point of time. 

Output data simulation includes: 

 the intensity of the material flow between the 
machines, 

 costs of transport and 

 Sankey chart. 

 

Figure 1.  Logical scheme of production cell model. 

We briefly outline the operation of the algorithm on the 
instance. The first step is using the permutation table. The 
idea is that from the whole instance, which has n machines, 
we take m machines (m < 7; we use 5) and optimize them 
using all possible combinations, which are enshrined in the 
permutation table. We do this by finding the best 
arrangement of where the chosen m machines are permuted 
and the other n-m machines’ relative positions do not 
change. We continue by considering the machines that were 
fixed in the first step. One by one, these machines are 
removed from the arrangement and reinserted, this time 
without changing relative positions of all other machines.  

In our case we have initial schedule of 10 machines (M1, 
M2, M3, M4, M5, M6, M7, M8, M9, M10). Then we 
choose the first m (5 in our case) machines and find their 
permutation with minimal cost. If there is more than one 
best permutation, the first is taken. In our case, the optimum 
after first step is: (M2, M1, M3, M5, M4, M6, M7, M8, M9, 
M10). 

In the second step we start with inserting the other 
machines into the optimum solution so far. In particular, 
here we choose the machine M6 and insert it before the 
machine M2, before the machine M1 etc. and end with the 
insertion of it before machine M4. Thus we have 6 candidate 
solutions – the one before inserting and for all 5 inserted 
possibilities. We choose the combination that gives us the 
best solution, in this case (M2, M1, M3, M6, M5, M4, M7, 
M8, M9, M10) and continue by reinserting the next element 
– machine M7. We insert machine M7 into 6 possible 
positions, before machine M2, M1 etc. and end with the 
insertion of it before M4 and take the best solution which 
becomes the initial state before reinserting the machine M8. 
We do this until we reach the last insertion of the last 
machine (in our case the machine M10). The best solution of 
this second step is (M2, M1, M7, M3, M9, M10, M6, M5, 
M4, M8). 

When we finish the step 2 we repeat the algorithm by 
using the best solution we got so far.  

The algorithm repeats these two steps until it can no 
longer find an improvement.  

After finding an arrangement for which no improvement 
was found by selection the first m machine, the procedure 
repeats by selecting the machine on positions 2, …, m+1, 



 

51 

Proc. of the Third Intl. Conf. on Advances in Mechanical and Automation Engineering - MAE 2015. 
Copyright © Institute of Research Engineers and Doctors, USA .All rights reserved. 

ISBN: 978-1-63248-080-4 doi: 10.15224/ 978-1-63248-080-4-76 
 

until no improvement is possible. Then the selection shifts to 
3, …, m+2, and so on, until the last selection of machines on 
positions n-m+1, …, n. 

IV. Computational results 
The algorithm was tested at the possible realistic 

instance. We had 20 orders and 10 machines in production 
cell. We compared the algorithm with the genetic algorithm, 
which is already installed in the Siemens programming 
environment Plant Simulation [33]. The results are as 
follows: 

Characteristics of the genetic algorithm (GA): 

 30 generations, size of generation: 100. 

TABLE I.  THE RESULTS OF GA AND RAR ALGORITHM. 

Algorithm Total time … for finding 

best solution 

Quality of the 

best solution 

GA 1 min 52 s 43 s 29593,5 € 

RaR 1 min 1 s 15 s 29593,5 € 

 

From the results we see that RaR algorithm finds a very 

good solution in a relatively short time compared to GA. 

The great advantage of RaR algorithm is that there is not 

necessary to store large amounts of data, since the algorithm 

works sequentially, and in almost every step takes only best 

solution and discards the others. 

In Figure 2 the Sankey chart is presented for the optimal 
arrangement of machines. Machines that have more of 
material flow are closer together so there are lower transport 
costs. 

 
Figure 2.  Sankey chart for best arrangement of machines in production 

cell 

According to the tests that have been carried out (even 
those that are not described in here), we can say that the 
RaR algorithm works very well and reliably and in short 
time gives good solutions.  

V. Conclusion 
This paper proposes Remove and Reinsert (RaR) 

heuristics for the problem of arrangement of machines in the 
production cell. It minimizes the expected transport costs 
within a reasonable amount of calculation time.  

For executions of different “what-if” scenarios of the 
initial schedules, the discrete event simulation (DES) 
software – Technomatix Plant Simulation was used. A 
comparison of RaR algorithm with Genetic Algorithm 
which is built-in module in Technomatix Plant Simulation 
software showed that RaR algorithm finds same optimal 
solution in shorter time compared to the Genetic Algorithm.  

We also calculated the maximal transport cost for our 
case and the maximal transport cost we got was 43101,7 € 
which represents 45,6 % inferior combination compare to 
best solution.  

In the real cell production the orders and amount of 
orders is changing, so this could be the effective tool for a 
cell planner to check once in a while if there is a need for the 
rearrangement of machines in the production cell. 

In our future work, further experiments will be 
conducted to shorten the calculation time of getting the 
optimal solutions from the RaR algorithm. We will also 
consider different types of layouts in the production cell – U 
shape, star shape, square shape, etc. 

References 

 
[1] Automatica – Accompanying Program: Smart factory, 6th 

international Trade Fair for Automation and Mechatronics, Munich, 
2014, June 3-6. 

[2] R. Uzsoy, and L.A. Martin-Vega, Modeling Kanban Based and 
Demand-pull Systems: A Survey and Critique, Manufacturing 
Review, 3, 1990, pp.155-160. 

[3] J.K. Bandyopadhyay, “Implementing Just-In-Time Production and 
Procurement Strategies,” in Journal of Management, Vol. 12(1), 1995. 

[4] C.C. Huang and A. Kusiak, “Overview Of Kanban Systems,” in Int. J. 
Computer Integrated Manufacturing, 9:3, 1996, pp.169-189. 

[5] W.J. Hopp and M.L. Spearman, Factory Physiscs: Foundations of 
Manufacturing Management, Mcgraw-Hill, New York, 2001.  

[6] B. Buchmeister, D. Friscic, B. Lalic and I. Palcic, “Analysis of a 
Three-Stage Supply Chain with Level Constraints,” in International 
Journal of Simulation Modelling, Vol. 11(4), 2012, pp.196-210. 

[7] A.J. Kootanaee, K.N. Babu and H.F. Talari, “Just-in-Time 
Manufacturing System: From Introduction to Implement,” 
International journal of Economics, Business and Finance, Vol. 1(2), 
2013, pp. 07-25. 

[8] B. Lyonnet, M. Pralus and M. Pillet, “A Push-Pull Manufacturing 
Strategy: Analytical Model in the Screw Cutting Sector,” in 
Proceedings of the World Congress on Engineering, WCE 2010, Vol. 
III, London, U.K. 

[9] D. Powell, J. Riezebos and J.O. Strandhagen, „Lean production and 
ERP systems in small- and medium-sized enterprises: ERP support for 
pull production,” in International Journal of Production Research, 
Vol. 51(2), 2013, pp. 395-409.  

[10] I. Belekoukias, J. A. Garza-Reyes and V. Kumar, “The impact of lean 
methods and tools on the operational performance of manufacturing 
organisations,” International Journal of Production Research, 2014  



 

52 

Proc. of the Third Intl. Conf. on Advances in Mechanical and Automation Engineering - MAE 2015. 
Copyright © Institute of Research Engineers and Doctors, USA .All rights reserved. 

ISBN: 978-1-63248-080-4 doi: 10.15224/ 978-1-63248-080-4-76 
 

[11] N. Herakovic, P. Metlikovic and M. Debvec, “Motivational Lean 
Game to Support Decision between Push and Pull Production 
Strategy” in International Journal of Simulation Modelling, Vol. 
13(4), 2014, pp. 391-526. 

[12] M.S. Dordevic, N.D. Zrnic, M.R. Milicevic and V.V. Miskovic, 
“Information and material flow modeling in system of parts 
regeneration in multi-level supply system,” Technical Gazette, Vol. 
20, No. 5, 2013, pp.861-869. 

[13] T. Berlec, J. Kusar, J. Zerovnik and M. Starbek, “Optimization of a 
Product Batch Quantity,” in Strojniski vestnik – Journal of 
Mechanical Engineering, Vol. 60(1), 2014, pp. 35-42. 

[14] B.N. Shishir Bhat, “Cellular Manufacturing – The Heart of Lean 
Manufacturing.” In Advances in Production Engineering & 
Management (3): 2008, pp. 171-180. 

[15] Y. Crama and M. Oosten, “Models for machine-part grouping in 
cellular manufacturing.” In International Journal of Production 
Research (34): 1996, pp. 1693-1713. 

[16] K. Shanker and A.K. Agrawal, “Models and solution methodologies 
for the generalized grouping problem in cellular manufacturing,” in 
International Journal of Production Research (35): 1977, pp. 513-538.  

[17] B. Adenso-Diaz, S. Lozano, J. Racerob and F. Guerrerob, ”Machine 
cell formation in generalized group technology,” in Computers & 
Industrial Engineering (41), 2001, pp. 227-240. 

[18] Z.P. Fan, Y. Chen, J. Mab and Y. Zhu, “Decision support for proposal 
grouping: a hybrid approach using knowledge rules and genetic 
algorithms.” in Expert Systems with Applications (36): 2009, pp. 
1004-1013. 

[19] T. Berlec, P. Potocnik, E. Govekar, and M. Starbek, “A method of 
production fine layout planning based on self-organising neural 
network clustering,” in International Journal of Production Research 
(52), 2014, pp.7209-7222. 

[20] Z. Pirmoradi,G. Gary Wang and T.W. Simpson, “A review of recent 
literature in product family design and platform-based product 
development,” T.W. Simpson, J.R. Jiao, Z. Siddiqueand, K. Hölttä-
Otto (Eds.), Advances in product family and product platform design, 
Springer, New York, 2014, pp. 1–46. 

[21] R. Logendran, “Impact of sequence of operations and layout of cells 
in cellular manufacturing,” in International Journal of Production 
Research, Vol. 29(2), 1991, pp. 375-390. 

[22] M. Solimanpur, P. Vrat and R. Shankar, “Ant colony optimization 
algorithm to the inter-cell layout problem in cellular manufacturing,” 
in European Journal of Operational Research, Vol. 157(3), 2004, pp. 
592–606. 

[23] P. Savory and R. Williams, “Estimation of cellular manufacturing cost 
components using simulation and activity-based costing,” in Journal 
of Industrial Engineering and Management, Vol 3(1), 2010, pp. 68 – 
86. 

[24] M. Debevec, M. Simic and N. Herakovic, “Virtual factory as an 
advanced approach for production process optimization,” in  
International journal of simulation modelling, Vol. 13(1),  2014, pp. 
66-78. 

[25] S.N. Samy, T. AlGeddawy and H. ElMaraghy, “A granularity model 
for balancing the structural complexity of manufacturing systems 
equipment and layout,” in Journal of  Manufacturing Systems, Vol. 
36, 2015, pp. 7–19. 

[26] H. Eskandari, M.A. Rahaee, M. Memarpour, E. Hasannayebi and S.A. 
Malek, “Evaluation of different berthing scenarios in Shahid Rajaee 
container terminal using discrete-event simulation,” in Simulation 
Conference (WSC), 2013 Winter. 

[27] M. Debevec and N. Herakovic, “Management of resources in small 
and medium-sized production enterprises” in Iranian journal of 
science and technology, Vol. 34(B5), 2010, pp 509-520. 

[28] J. Zerovnik, “A Heuristics for the Probabilistic Traveling Salesman 
Problem”, Proceedings of the International Symposium on 
Operational research 1995 (SOR'95), (V.Rupnik, M.Bogataj, eds.), 
Slovenian Society Informatika, Ljubljana 1995, 165-172. 

[29] J. Brest and J. Zerovnik, “An approximation algorithm for the 
asymmetric traveling salesman problem,” in Ricerca Operativa, Vol. 
28, 1999, pp. 59-67. 

[30] I. Pesek, A. Schaerf and J. Zerovnik, “Hybrid local search techniques 
for the resource-constrained project scheduling problem” in Lect 
Notes Comput Sci 4771: 2007 pp. 57–68. 

[31] J. Zerovnik, “Heuristics for NP-hard optimization problems : simpler 
is better!?.” V: IPAVEC, Vesna Mia (ur.), KRAMBERGER, Tomaz 
(ur.). Pre-conference proceedings of the 11th International Conference 
on Logistics & Sustainable Transport 2014, Celje, Slovenia, pp. 19-21 
June 2014. Celje: Faculty of Logistics.  

[32] D.J. Rosenkrantz, R.R. Stearns and P.M. Lewis,  “An Analysis of 
Several Heuristics for the Traveling Salesman Problem,” in SIAM J. 
Comput. 6: 1977, pp. 563-581. 

[33] Tecnomatix Plant Simulation, Siemens PLM Software. 
http://www.emplant.de/english/fact%20sheet%20plant%20simulation.
pdf [accessed on 5/11/2015] 

 

 

About Author (s): 

 

 

 

 

 

 

 

 

Hugo Zupan; I’m a researcher in 

Laboratory for Handling, Assembly and 

Pneumatics at Faculty of Mechanical 

Engineering, University of Ljubljana, 

Slovenia. I wanted to use some 

algorithm for scheduling of machines in 

production cell. I could use genetic 

algorithms since they are very popular 

and they have almost God-like place in 

world of algorithms. But I asked myself 

if there is a way to create faster, simpler 

and more effective algorithm. Replace 

and Reinsert (RaR) algorithm that we 

developed has shown just that. If I quote 

from this paper: “… showed that RaR 

algorithm finds same optimal solution in 

shorter time compared to Genetic 

Algorithm.”  


