
 

71 

Proc. of the Third Intl. Conf. on Advances in Bio-Informatics and Environmental Engineering - ICABEE 2015 
Copyright © Institute of Research Engineers and Doctors, USA .All rights reserved. 

ISBN: 978-1-63248-078-1 doi: 10.15224/ 978-1-63248-078-1-118 
 

Performance of Classification Techniques on 

Medical Datasets 
[ Murat KOKLU, Kemal TUTUNCU ] 

 
Abstract— The definition of the data mining can be told as 

to extract information or knowledge from large volumes of 

data. One of the main challenging area of data mining is 

classification. There are so many different classification 

algorithm in literature ranging from statistical based to 

artificial intelligence based. This study make use of Waikato 

Environment for Knowledge Analysis or in short, WEKA to 

compare the different classification techniques on different 

medical datasets. 23 different classification techniques were 

applied to three different medical datasets namely EEG Eye 

State, Fertility and Thoracic Surgery Medical Datasets that 

were taken from UCI Machine Learning Repository. The 

results showed that Multilayer Perceptron (MLP) had highest 

accuracy for Fertility Dataset (90%), three different techniques 

namely Bagging, Dagging and Grading had highest and same 

accuracies for Thoracic Surgery Data Set (85.1064%) and 

finally Kstar had highest accuracy for EEG Eye State Dataset 

(96.7757%). 
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I.  Introduction 
In Classification, training examples are used to learn a 

model that can classify the data samples into known classes. 
The Classification process involves following steps: 

Create training data set, Identify class attribute and 
classes. Identify useful attributes for classification, 
Relevance analysis, Learn a model using training examples 
in Training set, Use the model to classify the unknown data 
[1]. 

In this study, 23 classification techniques were applied to 
the three Medical Datasets from University of California 
Irvine Machine Learning Repository (UCI) namely EEG 
Eye State [2], Fertility [3] and Thoracic Surgery Datasets [4-
5] using WEKA [6]. The obtained results were listed and 
compared to each other to determine the best classification 
technique for each medical dataset. 

The remainder of this paper is organized as follows: In 
Section 2 previous literature studies on the same medical 
datasets are presented. In Section 3 materials and methods 
used in this study are described. 
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In Section 4, 23 different classification technique are applied 
to three medical datasets. The results are compared to each 
other to determine the best classification technique for each 
medical dataset. And finally, in Section 5 the conclusions 
are stated. 

II. Literature Survey 

A. The Classification Studies on EEG 
Eye State Medical Dataset 
Fukuda et al. make use of a log-linearized Gaussian 

mixture neural network for EEG eye state classification [7]. 
Yeo et al. successfully used support vector machines 
(SVMs) to detect drowsiness during car driving by eye blink 
[8]. Moreover, a hybrid system based on decision tree 
classifier and fast Fourier transform was applied to the 
detection of epileptic seizure by Polat and Güneş [9]. 
Sulaiman et all. also make use of K-nearest neighbour (K-
NN) for stress features identification [10]. In addition, Hall 
et all. formed 117-second EEG eye state corpus and 
employed 42 different machine learnings and statistical 
approaches based on Weka [11] to predict eye states. It has 
been found that KStar is the best approach among these 
different methods [12]. Eye state corpus of them is now a 
benchmark problem saved by Machine Learning Repository, 
University of California, Irvine (UCI) [13].  

Wang et all., (2014)  applied a promising technique that 
uses incremental attribute learning (IAL) based on neural 
networks. IAL is a novel machine learning strategy which 
gradually imports and trains features one by one. IAL 
exhibited better classification performance in terms of 
classification error rates in comparison with conventional 
and some other approaches [14]. Roesler and Suendermann 
(2013) applied 42 different machine learning algorithms to 
the related dataset to predict the eye state after training with 
the corpus. The best-performing classifier was found as 
KStar [15]. 

Sahu et all., (2015) used binary classification for finding 
feature subset selection named as Incremental Feature 
Reordering (IFR), it gives most non dominant feature 
(MND) for Electroencephalography (EEG) signal corpus 
and create reorder set. They found that the removal of MND 
gives optimal subset feature and it increases the classifier 
accuracy and efficiency [16]. 

Roesler  et all., [2014] investigated whether the price of 
an EEG device is directly correlated with the quality of the 
obtained data when applied to a simple classification task. 
The data of three different devices (one medical and two 
consumer) was used to determine the eye state (open or 
closed). For classification, 83 machine learning algorithms 
were used on the raw EEG data. While the cheapest device 
performed extremely poor with only one classifier better 
than the majority vote the other two devices achieved high 
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accuracy. The lowest error rate for a more expensive 
consumer EEG was 1.38% and produced by KStar [17]. 

Hassani and Lee (2014), proposed Incremental Quantum 
Particle Swarm Optimization to develope an Incremental 
Framework for Classification of EEG Signals. They 
compared the performance of IQPSO against ten other 
classifiers on two EEG datasets. The results suggested that 
IQPSO outperformed other classifiers in terms of 
classification accuracy, precision and recall [18]. 

Singla et all., (2011) compared SVM with the Artificial 
Neural Network (ANN) on EEG dataset.. A one-against-all 
SVM and a multilayer ANN is trained to detect the eye 
events. They presented comparison result in related paper 
[19]. Razzaghi et all (2015), proposed a multilevel 
algorithmic framework for SVP that includes (a) 
construction of hierarchy of large-scale data coarse 
representations, and b) a local processing of updating the 
hyper plane throughout this hierarchy. Their multilevel 
framework substantially improved the computational time 
without loosing the quality of classifiers. Experimental 
results were presented for balanced and imbalanced 
classification problems. Quality improvement on several 
imbalanced data sets had been observed [20]. 

B. The Classification Studies on 
Fertility Medical Dataset 
Piles et all., (2013) categorized Fertility rate into five 

classes of equal length. Linear Regression ( LR), Ordinal 
Logistic Regression ( OLR), Support Vector Regression ( 
SV R), Support Vector Ordinal Regression ( SVO R), and 
Non-deterministic Ordinal Regression (NDOR) were 
compared in terms of their predictive ability with two base 
line algorithms: MEAN and MODE which always predict 
the mean and mode value of the classes observed in the data 
set, respectively. Predicting ability was measured in terms of 
rate of erroneous classifications, linear loss (average of the 
distance between the predicted and the observed classes), 
the number of predicted classes and the F1 statistic (which 
allows comparing procedures taking into account that they 
can predict different number of classes). For all methods, the 
reduced models showed almost an irrelevant decrease in 
their predictive abilities compared to the corresponding 
values obtained with the full models [21]. 

Gil et all.,(2012) compared three artificial intelligence 
techniques, decision trees, Multilayer Perceptron and 
Support Vector Machines, in order to evaluate their 
performance in the prediction of the seminal quality from 
the data of the environmental factors and lifestyle. From the 
studied methods, Multilayer Perceptron and Support Vector 
Machines were the most accurate in the prediction. 
Therefore these tools, together with the visual help that 
decision trees offer, were the suggested methods to be 
included in the evaluation of the infertile patient [22]. 

C. The Classification Studies on 
Thoracic Surgery Medical Datasets 
Zieba et all.(2014) applied boosted SVM for medical 

application of predicting post-operative life expectancy in 
the lung cancer patients [23]. Harun et all., (2015) presented 
a guide of the application of data mining techniques for 
predicting outcome of thoracic surgery. A wide range of 

data mining techniques was considered by using WEKA 
software package [24]. Shahian et al. (2001) [25] used 
artificial neural network for classification of thoracic 
surgery data. Sindhu et all.(2014) [26] used various 
classification techniques to analyse thoracic surgery data 
and they found that J48 gives better accuracy. 

III. Material and Method 

A. Medical Dataset 
Thoracic Surgery Medical Datasets: The data is 

dedicated to classification problem related to the post-
operative life expectancy in the lung cancer patients: class 1 
- death within one year after surgery, class 2 – survival [27, 
28].The dermatology dataset used in this study was taken 
from UCI Machine Learning Repository [28].  The aim of 
the dermatology data set is to diagnose one of six possible 
types of eryhemato-squamous diseases (6 classes). Twelve 
clinical and 24 histopathological measurements of the 
patient are given (36 attributes). The data set contains 366 
patterns, which are to be used for both classifier design and 
testing. 

Fertility Medical Dataset: 100 volunteers provided a 
semen sample analysed according to the WHO 2010 criteria. 
Sperm concentration are related to socio-demographic data, 
environmental factors, health status, and life habits. There 
are 9 attributes and 1 output in the dataset [29]. 

EEG Eye State Medical Dataset: All data is from one 
continuous EEG measurement with the Emotiv EEG 
Neuroheadset. The duration of the measurement was 117 
seconds. The eye state was detected via a camera during the 
EEG measurement and added later manually to the file after 
analysing the video frames. '1' indicates the eye-closed and 
'0' the eye-open state. All values are in chronological order 
with the first measured value at the top of the data. There are 
14 attributes and 1 output in the dataset. Total number of the 
record is 14980 [30]. 

B. Software-WEKA 
Weka (Waikato Environment for Knowledge Analysis) 

written in Java, developed at the University of Waikato, 
New Zealand (6). Weka supports several standard data 
mining tasks, more specifically, data preprocessing, 
clustering, classification, regression, visualization, and 
feature selection. All techniques of Weka's software are 
predicated on the assumption that the data is available as a 
single flat file or relation, where each data point is described 
by a fixed number of attributes (normally, numeric or 
nominal attributes, but some other attribute types are also 
supported) [31]. 

C. Methods 
BayesNet: It is probabilistic graphical model (a type of 

statistical model) that represents a set of random variables 
and their conditional dependencies via a directed acyclic 
graph (DAG). For example, a Bayesian network could 
represent the probabilistic relationships between diseases 
and symptoms. [32]. 
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Naïve Bayes: Naive Bayes classifiers are highly scalable, 
requiring a number of parameters linear in the number of 
variables (features/predictors) in a learning problem. [32]. 

MultilayerPerceptron: A multilayer perceptron (MLP) is 
a feedforward artificial neural network model that maps sets 
of input data onto a set of appropriate outputs. A MLP 
consists of multiple layers of nodes in a directed graph, with 
each layer fully connected to the next one. Except for the 
input nodes, each node is a neuron (or processing element) 
with a nonlinear activation function. [32]. 

SMO: Sequential Minimal Optimization (SMO) is a new 
algorithm for training Support Vector Machines (SVMs). 
Training a support vector machine requires the solution of a 
very large quadratic programming (QP) optimization 
problem. [32]. 

KStar:  K-star or K* is an instance-based classifier. The 
class of a test instance is based on the training instances 
similar to it, as determined by some similarity function. It 
differs from other instance-based learners in that it uses an 
entropy-based distance function. [33]. 

Locally Weight Learning (LWL): It has the standard 

form y= f(x) + ε, where x ∈ ℜn is a n-dimensional input 

vector, the noise term has mean zero, E{ε} = 0, and the 
output is one-dimensional. The key concept is to 
approximate nonlinear functions by means of piecewise 
linear models [34],  

Bagging: The Bagging (Bootstrap Aggregating) 
algorithm [1] uses bootstrapping (equiprobable selection 
with replacement) on the training set to create many varied 
but overlapping new sets. The base algorithm is used to 
create a different base model instance for each bootstrap 
sample, and the ensemble output is the average of all base 
model outputs for a given input.[35, 36]  

ClassificationViaRegression: It is possible to use 
regression methods to solve classification tasks. In order to 
apply the continuous prediction technique of regression 
models to discrete classification problems, an approximation 
of the conditional class probability function can be 
considered. [37].  

Dagging: This meta classifier creates a number of 
disjoint, stratified folds out of the data and feeds each chunk 
of data to a copy of the supplied base classifier. Predictions 
are made via majority vote. [38] 

Decorate: Diverse Ensemble Creation by Oppositional, 
Relabeling of Artificial Training Examples (Decorate) is 
presented that uses a learner (one that provides high 
accuracy on the training data) to build a diverse committee. 
This is accomplished by adding different randomly 
constructed examples to the training set when building new 
committee members. [38] . 

DecisionTable: Decision Table is an accurate method for 
numeric prediction from decision trees and it is an ordered 
set of If-Then rules that have the potential to be more 
compact and therefore more understandable than the 
decision trees [39]. 

Decision Table/Naive Bayes (DTNB): Class for building 
and using a decision table/naive Bayes hybrid classifier. At 
each point in the search, the algorithm evaluates the merit of 

dividing the attributes into two disjoint subsets: one for the 
decision table, the other for naive Bayes. [40]. 

Java Repeated Incremental Pruning (JRip): JRIP is a 
prepositional rule learner, i.e. Repeated Incremental Pruning 
to Produce Error Reduction (RIPPER). Initial rule set for 
each class is generated using IREP. [41]. 

OneR: Class for building and using a 1R classifier; in 
other words, uses the minimum-error attribute for 
prediction, discretization numeric attributes [42]. 

Partial C4.5 (PART): The PART technique avoids global 
optimization step used inC4.5rules and RIPPER. It generates 
an unrestricted decision list using basic separate and-
conquer procedure. It builds a partial decision tree to obtain 
a rule. [43]. 

J48: J48 algorithm is a modified version of c4.5 and ID3 
algorithm which is used to construct the decision trees. The 
decision tree uses tree like graph and acts as decision 
support system. [44]. 

Logistic Model Tree (LMT): LMT is a classifier that 
combines logistic regression and decision tree learning. 
LMT uses cost-complexity pruning. This algorithm is 
significantly slower than the other algorithms [45]. 

Naive Bayes Tree (NBTree): The NBTree algorithm is a 
hybrid between decision-tree classifiers and Naive Bayes 
classifiers. It represents the learned knowledge in the form 
of a tree which is constructed recursively. [46].  

Random Forest (RF): RF is an algorithm based on 
ensemble techniques for classification and regression 
analysis [47]. The main principle in RF is the combination 
of various decision trees using several bootstrap samples and 
selecting a subset of explanatory variables at every node. 
[48]. 

IV. Experimental Study 
Following classifier techniques of WEKA have been 

applied to EEG Eye State, Fertility and Thoracic Surgery 
Medical Datasets: Bayes Net, Naïve Bayes, Logistic, 
Multilayer Perceptron, RBF Network, SMO, KStar, LWL, 
Bagging, Classification Via Regression, Dagging, Decorate, 
Grading, Decision Table, DTNB, JRip, OneR, PART, 
BFTree, J48, LMT, NBTree , Random Forest. The results 
obtained from related classification techniques were 
presented in Table 1 according to each dataset 

V. Conclusions 
In this study the performances of 23 different 

classification methods were evaluated in terms of 
classification accuracy on three different medical datasets 
namely EEG Eye State, Fertility and Thoracic Surgery 
Datasets. It has been seen that Multilayer Perceptron (MLP) 
had highest accuracy for Fertility Dataset (90%), three 
different techniques namely Bagging, Dagging and Grading 
had highest and same accuracies for Thoracic Surgery Data 
Set (85.1064%) and finally Kstar had highest accuracy for 
EEG Eye State Dataset (96.7757%). JRip had worst 
accuracy for Fertility Dataset (90%), Decorate had  worst 
accuracy for Thoracic Surgery Data Set (82,3404%) and 
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finally OneR had  worst accuracy for EEG Eye State Dataset 
(62,6035%).method.  

TABLE I.  RATIO OF EACH CLASSIFICATION TECHNIQUE ON EACH 

DATASET 

Method 

Accuracy (%) 

Fertility 
Thoracic 

Surgery 

EEG Eye 

State 

Bayes Net 88,0000% 81,9149% 68,3111% 

Naive Bayes 88,0000% 78,5106% 46,7690% 

Logistic 88,0000% 82,7660% 63,4513% 

Multilayer 
Perceptron 

90,0000% 80,2128% 54,8064% 

RBF Network 87,0000% 83,1915% 55,8945% 

SMO 88,0000% 84,8936% 55,1268% 

KStar 84,0000% 81,4894% 96,7757% 

LWL 86,0000% 84,4681% 59,2991% 

Bagging 88,0000% 85,1064% 89,3858% 

Classification Via 

Regression 
86,0000% 84,0426% 86,2550% 

Dagging 88,0000% 85,1064% 60,6943% 

Decorate 88,0000% 82,3404% 91,5621% 

Grading 88,0000% 85,1064% 55,1202% 

Decision Table 88,0000% 84,4681% 73,1041% 

DTNB 88,0000% 81,7021% 75,4673% 

JRip 87,0000% 84,8936% 83,5714% 

OneR 88,0000% 83,4043% 62,6035% 

PART 88,0000% 79,5745% 83,6515% 

BF Tree 87,0000% 84,6809% 84,3792% 

J48 85,0000% 84,4681% 84,4993% 

LMT 89,0000% 84,6809% 87,7704% 

NB Tree 87,0000% 82,3404% 83,7850% 

Random Forest 85,0000% 83,8298% 93,5381% 

 

For the future work more classification algorithms 
should be applied to more medical datasets to see impacts of 
the different performance of algorithms on different medical 
datasets. Additionally one can also study one classification 
technique to adapt it to have best results on different medical 
datasets. This can be done by studying hard on the 
parameters to related classification technique to adapt them 
according to the structures of different medical datasets. 
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