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Abstract 

Grid computing has recently migrated from 

traditional high performance and distributed 

computing to pervasive and utility computing based 

on the advanced capabilities of the wireless networks 

and the lightweight, thin devices. As a result the 

emergence of a new computing paradigm which 

evolved is the Mobile Grid. This paper presents the 

simulation results in order to choose the best routing 

protocol to give the highest performance. When 

implement the routing protocols in the target mobile 

grid application. The simulations comparing three 

ad hoc routing protocols named DSDV, DSR and 

AODV. The simulations have shown that the 

conventional routing protocols like DSR have a 

dramatic decrease in performance when mobility is 

high. However the AODV and DSDV are perform 

very well when mobility is high. 

 

I. INTRODUCTION 

One of the most critical things for understanding and 

realizing Mobile Grid computing is to have a consistent 

and accurate definition, or at least determination of what 

a Mobile Grid is. There are many attempts for the 

accurate definition of the Grid. However the various 

approaches that have been made to address in a high 

degree of accuracy the term Grid. Mobile Grid, in 

relevance to both Grid and Mobile Computing, is a full 

inheritor of Grid with the additional feature of 

supporting mobile users and resources in a seamless, 

transparent, secure and efficient way [3]. It has the 

ability to deploy underlying ad-hoc networks and 

provide a self-configuring Grid system of mobile 

resources (hosts and users) connected by wireless links 

and forming arbitrary and unpredictable. 

Mobile Grid enables both the mobility of the users 

requesting access to a fixed Grid and the resources that 

are themselves part of the Grid. Both cases have their 

own limitations and constraints that should be handled. 

In the first case the devices of the mobile users act as 

interfaces to the Grid to monitor and manages the 

activities in ‗anytime, anywhere‘ mode, while the Grid 

provides them with a high reliability, performance and 

cost-efficiency. Physical limitations of the mobile 

devices make necessary the adaptation of the services 

that Grid can provide to the users‘ mobile devices. In the 

second case of having mobile Grid resources, we should 

underline that the performances of current mobile 

devices are significantly increased. Laptops and PDAs 

can provide aggregated computational capability when 

gathered in hotspots, forming a Grid on site. This 

capability can have advantage the usage of Grid 

applications even in places where this would be 

imaginary. 

 

The objective of this paper is to study the Mobile Ad-

hoc Network (MANET) routing protocol in grid 

environment. It is to make the comparison between 

AODV, DSDV and DSR routing protocols, using the 

performance metric such as packet delivery fraction, 

average-end to end delay and packet loss. This paper 

also carry out the analysis and discuss which protocol 

the is best between AODV, DSR and DSDV in mobility 

that implement in grid environment. 

 

II. AD HOC ON DEMAND DISTANCE VECTOR 

(AODV) 

The Adhoc On Demand Distance Vector (AODV) 

routing algorithm is a routing protocol designed for ad-

hoc mobile networks [1] [7]. AODV is capable of both 

unicast and multicast routing [15]. It is an on demand 

algorithm, meaning that it builds routes between nodes 

only as desired by source nodes. It maintains these 

routes as long as they are needed by the sources. 

Additionally, AODV forms trees which connect 

multicast group members. The trees are composed of the 

group members and the nodes needed to connect the 

members. AODV uses sequence numbers to ensure the 

freshness of routes. It is loop-free, self-starting, and 

scales to large numbers of mobile nodes [6].AODV 

builds routes using a route request / route reply  query 

cycle. When a source node desires a route to a 

destination for which it does not already have a route, it 

broadcasts a route request (RREQ) packet across the 

network. Nodes receiving this packet update their 

information for the source node and set up backwards 

pointers to the source node in the route tables. In 

addition to the source node's IP address, current 

sequence number, and broadcast ID, the RREQ also 

contains the most recent sequence number for the 
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destination of which the source node is aware. A node 

receiving the RREQ may send a route reply (RREP) if it 

is either the destination or if it has a route to the 

destination with corresponding sequence number greater 

than or equal to that contained in the RREQ. If this is the 

case, it unicasts a RREP back to the source. Otherwise, it 

rebroadcasts the RREQ. Nodes keep track of the 

RREQ's source IP address and broadcast ID [6]. If they 

receive a RREQ which they have already processed, 

they discard the RREQ and do not forward it.As the 

RREP propagates back to the source, nodes set up 

forward pointers to the destination. Once the source 

node receives the RREP, it may begin to forward data 

packets to the destination. If the source later receives a 

RREP containing a greater sequence number or contains 

the same sequence number with a smaller hop count, it 

may update its routing information for that destination 

and begin using the better route. 

 

 
 

Figure 1.1. Route Request (RREQ) flooding 

 

 
 

Figure 1.2. Route Reply (RREP) propagation 

 
As long as the route remains active, it will continue to be 

maintained. A route is considered active as long as there 

are data packets periodically traveling from the source to 

the destination along that path. Once the source stops 

sending data packets, the links will time out and 

eventually be deleted from the intermediate node routing 

tables. If a link break occurs while the route is active, the 

node upstream of the break propagates a route error 

(RERR) message to the source node to inform it of the 

now unreachable destination(s). After receiving the 

RERR, if the source node still desires the route, it can 

reinitiate route discovery. 

III.  DYNAMIC SOURCE ROUTING (DSR) 

Dynamic Source Routing (DSR) is a routing protocol for 

wireless mesh networks [16]. It is similar to AODV in 

that it forms a route on-demand when a transmitting 

computer requests one. However, it uses source routing 

instead of relying on the routing table at each 

intermediate device [8]. Many successive refinements 

have been made to DSR, including DSRFLOW. 

Determining source routes requires accumulating the 

address of each device between the source and 

destination during route discovery. The accumulated 

path information is cached by nodes processing the route 

discovery packets. The learned paths are used to route 

packets. To accomplish source routing, the routed 

packets contain the address of each device the packet 

will traverse. This may result in high overhead for long 

paths or large addresses, like IPv6 [14]. To avoid using 

source routing, DSR optionally defines a flow id option 

that allows packets to be forwarded on a hop-by-hop 

basis. This protocol is truly based on source routing 

whereby all the routing information is maintained 

(continually updated) at mobile nodes. It has only 2 

major phases which are Route Discovery and Route 

Maintenance [4].Route Reply would only be generated if 

the message has reached the intended destination node 

(route record which is initially contained in Route 

Request would be inserted into the Route Reply). To 

return the Route Reply, the destination node must have a 

route to the source node. If the route is in the Destination 

Node's route cache, the route would be used. Otherwise, 

the node will reverse the route based on the route record 

in the Route Reply message header (symmetric links). In 

the event of fatal transmission, the Route Maintenance 

Phase is initiated whereby the Route Error packets are 

generated at a node. The erroneous hop will be removed 

from the node's route cache; all routes containing the 

hop are truncated at that point. Again, the Route 

Discovery Phase is initiated to determine the most viable 

route. 

 

IV. DESTINATION-SEQUENCED DISTANCE-VECTOR 

ROUTING (DSDV) 

Destination-Sequenced Distance-Vector Routing 

(DSDV) is a table-driven routing scheme for ad hoc 

mobile networks based on the Bellman-Ford algorithm. 

It was developed by C. Perkins and P.Bhagwat in 1994 

[21]. The main contribution of the algorithm was to 

solve the Routing Loop problem. Each entry in the 

routing table contains a sequence number, the sequence 

numbers are generally even if a link is present; else, an 

odd number is used. The number is generated by the 

destination, and the emitter needs to send out the next 

update with this number [18]. Routing information is 

distributed between nodes by sending full dumps 

infrequently and smaller incremental updates more 

frequently.DSDV requires a regular update of its routing 
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tables, which uses up battery power and a small amount 

of bandwidth even when the network is idle. Whenever 

the topology of the network changes, a new sequence 

number is necessary before the network re-converges; 

thus, DSDV is not suitable for highly dynamic networks. 

(As in all distance-vector protocols, this does not perturb 

traffic in regions of the network that are not concerned 

by the topology change.) 

V. PERFORMANCE METRICS 

The project focuses on 3 performance metrics which are 

quantitatively measured. The performance metrics are 

important to measure the performance and activities that 

are running in NS-2 simulation. The performance 

metrics are: 

Packet delivery fractions (PDF) — also know as the 

ratio of the data packets delivered to the destinations to 

those generated by the CBR sources. The PDF shows 

how successful a protocol performs delivering packets 

from source to destination. The higher for the value give 

use the better results. This metric characterizes both the 

completeness and correctness of the routing protocol 

also reliability of routing protocol by giving its 

effectiveness. 

 

                  

 

Average end-to-end delay of data packets — There are 

possible delays caused by buffering during route 

discovery latency, queuing at the interface queue, 

retransmission delays at the MAC, and propagation and 

transfer times. The thesis use Average end-to-end delay. 

Average end-to-end delay is an average end-to-end delay 

of data packets. It also caused by queuing for 

transmission at the node and buffering data for 

detouring. Once the time difference between every CBR 

packet sent and received was recorded, dividing the total 

time difference over the total number of CBR packets 

received gave the average end-to-end delay for the 

received packets. This metric describes the packet 

delivery time: the lower the end-to-end delay the better 

the application performance. 

 

 
 

Data Packet Loss (Packet Loss) — Mobility-related 

packet loss may occur at both the network layer and the 

MAC layer. In the thesis packet loss concentrate for 

network layer. When a packet arrives at the network 

layer. The routing protocol forwards the packet if a valid 

route to the destination is known. Otherwise, the packet 

is buffered until a route is available. A packet is dropped 

in two cases: the buffer is full when the packet needs to 

be buffered and the time that the packet has been 

buffered exceeds the limit. 

  

 
 

Throughput: 

Throughput is the number of bytes of data successfully 

delivered per unit time. Throughput is controlled by 

available bandwidth, as well as the available signal-to-

noise ratio and hardware limitations. In communication 

networks, such as Ethernet, throughput or network 

throughput is the average rate of successful message 

delivery over a communication channel. This data may 

be delivered over a physical or logical link, or pass 

through a certain network node. The throughput is 

usually measured in bits per second (bit/s or bps), and 

sometimes in data packets per second or data packets per 

time slot. The system throughput or aggregate 

throughput is the sum of the data rates that are delivered 

to all terminals in a network. 

Throughput = Number of bytes delivered*8/time in 

seconds 

VI. SIMULATION  RESULTS 

Simulation parameters are as follow: 

PARAMETER VALUE 
Simulator Ns2 

Protocols studied AODV,DSR,DSDV 

Simulation time 200sec 

Simulation area 1000* 1000 

Number of nodes  5,10,15,20,30,50,100 

Traffic type CBR(Constant Bit Rate) 

Data Payload Bytes/Packet 

Packet Size 1500 bits 

Buffer size 500 

Comparisons of AODV, DSR, DSDV 

 

 

Proto 

col 

Through 

put 

(kbps) 

E2E 

delay 

(ms) 

PDR 

(%) 

Drop. 

packets NRL 

AODV Low AVG High AVG AVG 

DSR AVG High AVG High Low 

DSDV High Low Low Low High 
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VII. CONCLUSION: 

In this paper we compared the performance of DSDV, 

AODV and DSR routing protocols for ad hoc networks 

using ns-2 simulations. DSDV uses the proactive table-

driven routing strategy while both AODV and DSR use 

the reactive On-demand routing strategy.  

Among AODV, DSR, and DSDV: AODV has low 

throughput, moderate dropped packets, end to end delay, 

normalized routing load and highest packet delivery 

ratio. Whereas DSR has highest dropped packets, end to 

end delay, moderate packet delivery ratio, throughput, 

and low normalized routing load. For DSDV protocol it 

has highest throughput, normalized routing load, lowest 

dropped packets ,packet delivery ratio,end to end 

delay.Final conclusion from the above simulations is: 

Among the proactive and reactive protocols reactive 

routing protocols are efficient. Among all the three 

protocols AODV routing protocol is the best and 

efficient protocol. Next best routing protocol is DSR 

routing protocol and least efficient one is DSDV routing 

protocol 

Thus, reactive routing protocols have better scalability 

than proactive. But when using reactive routing 
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protocols, source nodes may suffer from long delays, 

hence these protocols are not suitable for real time 

applications. 
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