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Abstract—It is shown that Shannon’s information 

capacity calculation metric (originally developed for 

discrete noiseless channels) can be used for 

constrainedness quantification of Petri Net based models if 

they are k-bounded and deadlock free. The proposed 

approach includes generation of finite marking 

reachability graph from a given restricted Petri Net based 

model followed by capacity calculation using the graph by 

setting up an analogy between Petri Net transitions and 

letters of Shannon languages. 
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I.  Introduction 
Petri Nets are mathematical tools for modeling, formal 

analysis and design of engineering systems. They are being 

used for years to realize such systems especially showing 

parallel and concurrent processing requirements [1]-[3]. Petri 

Net applications range from communication protocols [4], 

distributed software systems [5], service composition [6][7], 

peer-to-peer systems [8], security [9] and data flow oriented 

computational systems [10] to software engineering [11][12], 

formal languages, compilers, operating systems and local area 

networks etc.  

For any engineering system modeled using Petri Nets, we 

can position the places and transitions as primitives describing 

constrainedness of system under development. The set of 

markings on the other hand, reveals the constraints of the Petri 

Net based view to the system [13][14]. Therefore, the marking 

reachability graph of the system defines a form of constrained 

based view to the system. Information processing capacity 

calculation based on combinatorial execution of transitions 

realized over marking reachability graph defines a quantified 

value about system’s capability.  
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As a consequence, system designer may enhance his/her 

design (before its implementation) based on the computed and 

a target constrainedness values. Shannon’s combinatorial 

capacity calculation metric [15] can be used to realize such 

quantification. In [16], it has been shown that the metric can 

suitably be used for component based systems’ combinatorial 

capacity calculation.  

In this paper, we suggest an approach to apply Shannon’s 

information capacity calculation metric to the Petri Net based 

models. Using our proposed procedure, Petri Net designer can 

figure out the degree of freedom (or constrainedness) of 

his/her model. Lower values of the metric imply smaller 

degree of freedom or highly constrained system. In order to 

obtain more (or less) constrained system, the designer can 

apply necessary compression (or relaxation) on his/her model 

by looking at the computed value. Note that the original 

combinatorial capacity calculation proposed by Shannon uses 

finite state automata model to represent discrete noiseless 

channels. This leads us to make k-bounded and deadlock free 

Petri Net model assumption for our purpose. The approach 

developed in this work has also been applied in Multiagent 

Systems context [17]. 

Sections 2 and 3 include background information about 
Petri Nets and Shannon’s information capacity calculation 
metric, respectively. In Section 4, our proposed measurement 
algorithm is introduced and explained by an example. Section 
5 is the conclusion. 

II. Petri Nets 
A Petri Net is a particular bipartite digraph with three types 

of objects namely places, transitions, and directed arcs. 

Formally, one can define them as below [18]. 

 

Definition 1: A Petri Net PN is a five-tuple (P, T, I, O, M0) 

where 

 P = {p1,p2,….,pm} is a finite set of places, 

 T = {t1,t2,….,tn} is a finite set of transitions P T ≠ 

Ø and P  T = Ø, 

 I : (P T)   N is an input function that defines 

directed arcs from places to transitions where N is a 

set of nonnegative integers, 

 O: (PT)   N is an output function which defines 

directed arcs from transitions to places, and 

 M0: P → N is initial marking. 
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Places represent conditions and transitions represent 

events. Places are differentiated as input and output places. An 

input place can be defined as a place which has a directed arc 

pointed towards to a transition. Similarly, an output place can 

be defined as a place which has an incoming directed arc from 

a transition. A transition has finite number of input and output 

places which represent pre-conditions and post-conditions of 

an event, respectively [19]. A token presented in a place 

indicates that truth condition of that place is met. In other 

words, k-tokens in a place mean that k data items or k 

resources are available at that place. At any given time 

instance, distribution of tokens on places represented by a 

vector of m places is called i
th

 Petri Net marking Mi. If a 

marking assigns to place p with positive integer k, it is said 

that p has k tokens. A marking Mi is reachable from M0 if 

there exist a sequence of firings that transform M0 to Mi. The 

set of all possible markings reachable from M0 is called 

reachability set and denoted by R(M0). 

Note that finiteness of the reachability graph and 

applicability of transition sequences through place visits 

without any deadlock occurrence are two basic requirements 

for our purpose. We define these restrictions resulted in 

expected behavioral properties of Petri Nets under 

consideration as below [18]: 

 Bounded Petri Net: A Petri net is said to be k-bounded 

if the number of tokens in any place p, is always less 

than or equal to k (where k ≥ 0) for every marking M 

reachable from M0.  

 Live Petri Net: A Petri Net is said to be live if, no 

matter what marking has been reached from M0, it is 

possible to ultimately fire any transition of the net by 

processing through some further firing sequence. This 

means that, Petri Net guarantees deadlock free 

operation, no matter what firing sequence is chosen. 

Note that for our purpose, L4-liveness is a requirement 

since we need for any marking reachable from marking 

M0, it should be possible to ultimately fire any 

transition by executing some firing sequence. 

 

III. Combinatorial Capacity 
Calculation 

The following definitions from 2 to 11 and the theorem are 

compiled from [20]. For the original proof of Theorem 1 and 

background information see [15]. 

 

Definition 2: A discrete noiseless channel is a channel which 

allows the noiseless transmission of a sequence of symbols 

chosen from a finite alphabet A (called q-letter alphabet), each 

symbol, say a   A, having certain duration τ(a) in time, 

possibly different for different symbols.  

Definition 3: A word of length k over A is a finite string of k 

letters from A. If α = a1a2…ak is a such word, its duration is 

defined to be 

τ(α) = τ(a1)+ τ(a2)+….+ τ(ak) 

Definition 4: A language L over A is a collection of words 

over A. The discrete noiseless channel associated with L, the 

L-channel for short, is the channel which is only allowed to 

transmit sequences from L, where it transmits them without 

error.  

Definition 5: Shannon language is defined by a directed graph 

whose edges are labeled with letters from the alphabet A. The 

corresponding language L is then defined to be the set of 

words that result by reading off the edge labels on paths of the 

graph. 

Definition 6: Let L be a Shannon Language, the combinatorial 

capacity of the L-Channel  is defined as  

))(log(
1

suplim tN
t

C
t
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
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where N(t) is the total number of words in L of duration t. 

In Shannon’s original work [15], an algebraic method of 

computing Ccomb has been given. In [20], on the other hand, a 

more detailed and simpler (at least for the authors of this 

paper) calculation of Ccomb has also been elaborated. 

Therefore, we prefer to continue with definitions from [20] 

which are finalized by Theorem 1 defining the Ccomb 

calculation. 

Definition 7: A directed graph (or digraph) G has vertex set V 

= {v1, . . . , vM} and branch set B = {b1, . . . , bN}. Each branch 

Bb has an initial vertex   init(b)V and a final vertex 

fin(b)V. The set of branches with initial vertex v and final 

vertex w is denoted by:      

Bv,w = {b B: init(b) = v, fin(b) = w} 

Definition 8: A path P of length k from v to w in G is a 

sequence of k branches P=b1b2…bk with init(b1) = v, fin(b1) = 

init(b2), . . ., fin(bk−1) = init(bk), fin(bk) = w. We write len(P) = 

k, init(P) = v, and fin(P) = w. Then, the set of paths of length k 

from v to w is denoted by: 
k

wvB ,
 = {P: len(P) = k, init(P) = v, fin(P) = w} 

Using a directed graph G and an alphabet A, we can generate a 

language by labeling each branch of G with an element of A.  

Definition 9: Let AB :  be a labeling.   is right-

resolving iff for each vertex v, the labels on all branches with 

init(b) = v are distinct.  

Definition 10: The set of all possible path labels is called the 

Shannon language generated by G, and denoted by ,GL . 

Definition 11: Let s be nonnegative real number, and for a 

given pair of vertices (v, w), branch duration partition 

function is defined as: 

Pv,w(s) = 




wvBb

bse
,

)(
 

The functions Pv,w(s) can be thought of as entries in an MM 

matrix P(s). The spectral radius (the magnitude of the largest 
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eigenvalue) of the matrix P(s) is represented by ρ(s) and it is 

also called the partition function for the language ,GL .  

Theorem 1: The combinatorial capacity of the ,GL  language 

is given by 

Ccomb = ln(s0) 

where s0 is the unique solution to the equation ρ(s) = 1.  

Alternatively, Ccomb is the greatest positive solution of the 

equation, q(s) = det(I - P(s)) = 0. In our computations, we used 

this alternative definition. 

IV. Proposed Algorithm 
Originally, the Shannon’s metric calculates maximum 

amount of information that can be transmitted over a discrete 

noiseless channel per unit cost. If the cost (due to symbol 

transmissions) is measured in unit of time (being additive), say 

in seconds, the calculation results in bits per second. For our 

purpose, we establish an analogy between description of 

discrete noiseless channel and marking reachability graph of 

k-bounded, L4-live Petri Net. Each different Petri Net 

transition appearing in the Net’s reachability graph represents 

different symbols of Shannon’s alphabet whose associated 

costs are interpreted as the contribution of the transitions ti to 

the degree of being constraint di over the model under 

evaluation. Note that, in our calculation, we do not work on 

the model directly but on its marking reachability graph since 

each marking represent a global state of the system that 

changes during event transitions having different contributions 

to the degree of system’s constrainedness. As a consequence, 

lower channel capacity is supposed to imply more constrained 

system or vice versa. Below is our proposed algorithm for the 

purpose. 

 

ALGORITHM: 
Inputs: A k-bounded, L4-live Petri Net model P; A vector of 

degree of being constraint di for transition ti; 

Output: Degree of constrainedness F of the model (i.e. Ccomb); 

 

1. Obtain “marking reachability graph” G by using input P. 

2. Label the edges of G as Shannon alphabet letters by 

using given transitions ti and corresponding di values. 

3. Calculate combinatorial capacity Ccomb of the constructed 

Shannon language ,GL  using Theorem 1. Set F to 

Ccomb. 

One can intuitively conclude that a lower bound for F is 

nothing but zero. Also, we need to figure out an upper bound 

for F. The upper bound is attained when the marking 

reachability graph defines a free Shannon language. In other 

words, the system is not constrained due to different execution 

sequences of transitions. The free Shannon language is simply 

the set of all possible strings (i.e. paths) of all lengths over its 

q-letter alphabet A which is constituted by transitions, in our 

case. The combinatorial capacity of a standard q-ary alphabet 

with a fixed unit cost say c is defined by the unique solution to 

equation P(s) = qe
-cs

 = 1 which is s = ln(q) / c. Detailed 

description of the equation can be found in [20]. Below, we 

give an example for the application of the algorithm. 

Example: Given a k-bounded and L4-live Petri Net model in 

Figure 1-(a), we first generate corresponding marking 

reachability graph shown in Figure 1-(b). 

 

           
(a)                            (b) 

Figure 1. Example Petri Net model (a) and its Marking Reachability graph (b). 

Then, we complete Shannon language description by using 

example di values say 1, 2, 5, 12, 8, 4, 1 for t0 to t6 showing 

individual contributions of each transition to the degree of 

being constrained. 

Finally, we calculate the degree of constrainedness of the 

model under consideration. For this purpose, we construct the 

matrix P(s) depicted in Figure 2 by using the obtained 

Shannon language (see Definition 11).  

 

 
Figure 2. Constructed P(s) matrix for the example Petri Net model. 

The greatest positive solution of equation det(I – P(s)) = 0 

gives constrainedness degree 0.0915 bit per unit constraint for 

the example model.  
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V. Conclusions 
In this work, we developed an approach to calculate degree 

of constrainedness of Petri Net based models. For our purpose, 

we established an analogy between Shannon’s languages and 

marking reachability graphs of Petri Nets. A restriction of the 

approach is its applicability to only k-bounded and L4-live 

models. Using our approach, net designer can figure out an 

upper-bound for run-time degree of constrainedness of his/her 

model. Accordingly, he/she can apply relaxation (i.e. increase 

degree of freedom) or compression on the model under study 

until a target value is attained. 

A drawback of the developed procedure is calculation 

inefficiency that appears especially when the number of 

marking states is high. In future, an attack for this problem can 

be to investigate the applicability of more efficient approaches 

including parallelization of the algorithm. Furthermore, 

development of an approach for constrainedness calculation 

for unbounded Petri Nets can be interesting. 
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